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1. INTRODUCTION

Consider the three following problems in the Calculus of Variations:

Minimize E; : u € WH1([0,1]) — /O l(u(x)3 —x)?(u (x))%dx,
u(0) =0,u(l)=1.

Minimize E; : u € W' (B2, R) !—)/2 V()| + a(x)[Viu(x) | dx,
B

u(x) = tw(x) on 9B,
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where B? is the unit ball in R?, 1 < p<2,q>3,

1 ifx; > 0,x, >0,

X1X) . .
e L Rt B S
0 ifx1x2 < 0, 0 ifxl < O,Xz < O7

x1  ifxg >0,X2<0,

and ¢ is any constant which is chosen sufficiently large in terms of p, g.

Minimize E3 : u € W (B? R?) H/Z(IM(X)\Z — 1)?|Du(x)|? dx,
B

u(x) =x on dB%.

Here, Du(x) is a matrix with two rows and two columns, and |Du(x)|?

squares of the coefficients of Du(x).
The above problems can be considered as special cases of the basic problem in the Calculus
of Variations:

is simply the sum of the

Minimize E : u € W(;’I(Q,Rk) — / Sf(x,u(x),Du(x))dx
Q

where Q C RY and qu’l (Q,R¥) is the set of those u € W1 (Q, R¥) which coincide with a given
function @ on dQ. These three examples have a common feature: the Lavrentiev phenomenon.
More specifically, they all show that the infimum of the energy on the set of Sobolev maps
W(;’l (Q) may be strictly less than the infimum of the energy on the set of Lipschitz maps, i.e.:

inf{E(u) : u € Wy (Q,R)} <inf{E(u) : u € W™ (Q,R)}.

This gap between the W' (Q) infimum and the Lipschitz one for certain variational problems
has been discovered by Lavrentiev in 1927 ([32]). In the first example, due to Mania [34], N =1,
the domain Q is the interval (0, 1), k =1 and ¢ is the identity on d(0, 1) = {0, 1}. In the second
one, constructed by Zhikov [42], N = 2, Q is the unit ball and kK = 1. The third example has
been considered more recently by Alberti and Majer [1] and in this case N = 2, Q is the unit
ball B2, k =2 and ¢ is the identity again. From now on, we will simplify the notation by
writing W11(Q) instead of W!!1(Q,R¥). The fact that the admissible maps are vector valued
will be clear from the context. We also remark that, in all three examples, the Lagrangians are
continuous, nonnegative and convex with respect to the last variable, which implies that the
corresponding functionals are weakly lower semicontinuous on W(;’l (Q).

The Lavrentiev phenomenon may be seen as a serious flaw in the mainstream strategy to
prove the existence of classical solutions. This strategy is based on two main steps: first, the
Direct Method in the Calculus of Variations provides a weak minimum in a Sobolev space, for
which the derivatives must be understood in the distributional sense. Once the existence of such
a Sobolev minimum is known, one tries to prove that this is a classical minimum, namely that
it is at least Lipschitz continuous (and thus differentiable almost everywhere), or C 1 or even
analytic. This path was studied by Tonelli himself [41]. For N = 1, new results appeared in the
last decades: we quote Clarke and Vinter milestone [26] for coercive Lagrangians, the seminal

We can modify E3 with an additional term &|Du(x) — I|? to obtain a coercive functional, for which the Direct
Method applies. The Lavrentiev phenomenon still occurs when 1 < p < 2 and ¢ is sufficiently small.
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paper [24] of Clarke for problems of slow growth and the more recent works that weaken the
regularity assumptions on the Lagrangian (e.g. [4, 5, 6, 18, 27, 39]).

When the Lavrentiev phenomenon occurs, the minimizer provided by the Direct Method
cannot be a classical minimizer. For instance, in the third example above, the minimizer turns
out to be up(x) = x/|x|; it is worth noticing that uo is not even continuous on B>. We also
emphasize the fact that the infimum of E over W!*(Q) equals the infimum over the set C!(Q).
Indeed, any Lipschitz function u can be approximated by smooth functions #; in the sense that
u; and Vu; converge almost everywhere to u and Vu respectively. Since u and its gradient are
bounded, one can further require that the u;’s and their gradients are uniformly bounded. We
can conclude with the help of the dominated convergence theorem that lim;_, ;o E (4;) = E(u).
As a consequence, there is no gap between the infimum over W= (Q) and the infimum over
C'(Q). A similar argument does not apply between W11 (Q) and W!=(Q), even if the latter
space is dense in the former and in spite of the fact that E is strongly lower semicontinuous on
W1, The Lavrentiev phenomenon dramatically emphasizes the lack of upper semicontintuity
of the energy.

In order to better understand the discontinuity of E, one can rely on the relaxation approach,
see e.g. [16], and define the relaxed functional as

Ee1(u) = sup{D(u) : D is weakly lower semicontinuous on Wg;’l (Q),D<Eon W(;’“(Q)}.
(1.1)
Observe that E itself satisfies the properties required on D (here, we need the convexity of f
with respect to the last variable, which in turn implies the weak lower semicontinuity of the
functional E). As a consequence, the relaxed energy E,.; is not lower than E. Actually, it agrees
with E on W(;’w. The main motivation to introduce the relaxed functional is emphasized by the
following identity:

inf{Eer(u),u € Wy (Q)} = inf{E(u),u € Wy (Q)}.

In particular, if the relaxed energy E,.; coincide with the energy E on W(;’l (Q), then there is no
Lavrentiev phenomenon; that is,

inf{E(u),u € Wy ()} = inf{E(u),u € Wy™(Q)}.

In such a situation, applying the Direct Method in the setting of Sobolev maps does not intro-
duce artificial solutions for the original problem. In contrast, we say that there is a Lavrentiev
gap when E,,; Z E.

The main goal of this article is to present a survey on some of our recent results identifying
general classes of variational problems which forestall the Lavrentiev gap. In section 2 we de-
scribe some new results for the one-dimensional case (N = 1). In particular we extend known
results to the non-autonomous case; that is, when f depends on the three variables x,u and Du.
We also discard the Lavrentiev phenomenon for Lagrangians that might take the value oo,
a quite difficult case, rarely considered in the literature. Section 3 is devoted to the multidi-
mensional scalar case (N > 1,k = 1) in the autonomous setting when f does not depend on x.
In the final section 4, we consider the non autonomous case, still for multidimensional scalar
problems.

Notation. Throughout the paper, given an integer N > 1, we denote by B,(x) the open ball of
radius 7 > 0 and center x in RV. When x = 0, we simply write B,.
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2. THE ONE DIMENSIONAL CASE
In this section, p > 1, Q =|a, b| is an interval and the Lagrangian
A [a,b] x RY x RN — [0, 4o0[U{+oo}, (t,y,u) = A(t,y,u)

is Lebesgue-Borel measurable in (7, (y,u)), i.e., measurable with respect to the o-algebra gen-
erated by the products of Lebesgue measurable subsets of [a,b] (for ¢) and Borel measurable
subsets of RN x RY (for (y,u)): this guarantees that if y,u : [a,b] — R are measurable then
t— A(t,y(t),u(t)) is measurable (see [25, Proposition 6.34]). We point out that in Sections 2.1
and 2.2 the Lagrangian A is allowed to take the value +oo. We consider the integral functional

E0) = [ A0 @),y e W (b BY)

Basic assumption on the effective domain. In Sections 2.1 and 2.2 we assume that the effective
domain Dom(A) of A, given by

Dom(A) := {(t,y,u) € [a,b] x RN xRN : A(t,y,u) < +oo},
is of the form Dom(A) = [a,b] x Dy, with Dy C RY x RY: thus, for all ¢ € [a,b] and all
(v,u) € RN x RY, we have A(t',y,u) < +oo whenever A(t,y,u) < +oo for some t € [a,b).

In this section we consider Lagrangians that do not necessarily satisfy any kind of growth
condition. Thus, one cannot expect neither existence, nor Lipschitz regularity.

2.1. The Lavrentiev gap and the boundary conditions. We fix A,B € R" and consider the
problems

minE(y) :y € W7 ([a,b],RY), y(a) = A,y(b) = B (Pay)
and
minE(y) :y € WP ([a,b],RY), y(a) = A. (P,)
Absolutely continuous functions that satisfy the boundary condition(s) will be said to be admis-
sible.

Definition 2.1. Let y € W'?([a,b],R") be such that E(y) < 4. The Lavrentiev gap does not
occur for (P,) (resp. (P,p)) at y if there is a sequence (yy ) of Lipschitz admissible functions
for the problem such that:

(1) kgrwa(yk) =E(y);
(2) yx =y in WP ([a,b],RV).

Definition 2.2. The Lavrentiev phenomenon does not occur for (P,) (resp. (P,p)) if there is
a minimizing sequence (yy ) for the problem, of Lipschitz functions, satisfying the boundary
condition yy(a) = A (resp. yr(a) = A,yx(b) = B).

Unfortunately the phenomenon may happen even when the Lagrangian is a polynomial:

Example 2.3 (Mania, [34]). Consider the (non-autonomous) problem of minimizing

E(y) = /Ol(y3 —1)2()0dr - y e WH(]0,1]), (0) = 0, (1) = 1. (P)
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Then y, (¢) := t'/3 is a minimizer and E(y,) = 0. Not only y, is not Lipschitz; it turns out with
some computations (see [15, §4.3]) that:

0=minE = E(y.) <inf{E(y) : y € Lip([0,1]), y(0) =0,y(1) =1},

where by Lip([0,1]) we denote the Lipschitz functions defined in [0, 1]. This Lavrentiev phe-
nomenon may still persist even if the Lagrangian is a polynomial satisfying Tonelli’s existence
conditions, see [3].

However, as noticed in [15], the situation changes drastically if the initial boundary condition
is allowed to vary along the minimizing sequence (yi)x. Indeed consider the sequence (yi ),
where each yy is obtained by truncating y, at 1/k, k € N> (see Fig. 1):

0.8

FIGURE 1. The function y;,k > 1 in Example 2.3.

t1/3 otherwise.

/3
) ::{l/k frel0,1/k],

Then (y;); is a sequence of Lipschitz functions satisfying

w()=y(1)=1, E(@) —>EQ:), y—y«inW"(0,1).

Therefore, no Lavrentiev phenomenon occurs for the variational problem with (just) the end-
point condition y(1) = I:

minE() = [ (0 ()0 y €W (0,1]), (1) = 1.

Though the occurrence of the phenomenon is often related to the non-autonomous case, there
are cases of autonomous Lagrangians that exhibit it.

Example 2.4 ([21], [22]). Let

Then:
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(1) y«(t) :== +/t is a minimizer of (Py) with the boundary conditions y(0) = 0,y(1) = 1 and
E(y.) =0;

(2) If y € Lip([0,1]),y(0) = 0 then E(y) = o5

(3) A violates Condition (By) in Theorem 2.5 below: for every r > 0, A is unbounded on
y+([0,1]) x B,

In particular the Lavrentiev gap occurs at y, for (Py).

We present in § 2.2 some results for both problems (P,) and (P,;); in § 2.3 we introduce
additional state and velocity constraints.

2.2. Unconstrained problems. In the autonomous case the non-occurrence of the Lavrentiev
phenomenon for (P,) was established by Alberti and Serra Cassano [2] for a wide range of
Lagrangians, containing those that are bounded on bounded sets.

Theorem 2.5 (Non-occurrence of the Lavrentiev gap, Alberti & Serra Cassano (1994), [2]).
Suppose that A is autonomous and Borel measurable. Let y be such that E(y) < +oo. Assume,
moreover, that there is a neighbourhood Oy of y([a,b)) in RN such that

dry >0 Ais bounded on Oy X By, . (By)

Then the Lavrentiev gap does not occur aty for the problem with one prescribed initial condition
(Pa).

A remark in [2] led to believe that the conclusion of Theorem 2.5 is valid also for the two
endpoint constraint problem (P, ;); actually this is not so as it was recently pointed out in [37]:
Condition (By) in Theorem 2.5 is not enough to ensure the non-occurrence of the gap when
one wishes to preserve both endpoint constraints. The following counter-example, where the
Lagrangian equals zero on its effective domain, simplifies an example of G. Alberti.

Example 2.6 (Occurrence of the Lavrentiev gap in an autonomous problem with both endpoint
constraints). Let, for (y,u) € R x R,

1
0 ify<Oory>0,u< —,
Ay, u) :== 2y
+oo  otherwise.

The effective domain of A is represented in Fig. 2. Note that:

e A is autonomous;
e A is lower semicontinuous on R? and A(y,-) is convex for all y € R;

For all K > 0, A is bounded —K,K|X|——,—=]|.
e Forall K > is bounded on | [x[ e 2K}
Thus A satisfies all the assumptions of Theorem 2.5 at any y. In particular, there is no Lavrentiev
gap at y for the problem with the initial endpoint condition y(0) = 0, and thus, there is no

Lavrentiev phenomenon, a fact that could be immediately realized noticing that the Lipschitz

1
function equal to 0 is a minimum of E. Now let y.(¢) = v/7,¢ € [0,1]. Since y,, = % then y,
*

minimizes E among the absolutely continuous functions y satisfying y(0) = 0,y(1) = 1. The
Lavrentiev gap occurs at y, for the two endpoint problem (P):
Claim. E(y) = +oo for every Lipschitz y : [0,1] — R satisfying y(0) = 0,y(1) = 1. Indeed,




SOME RECENT RESULTS ON THE LAVRENTIEV PHENOMENON 7

u

765‘ T 0.0 T 0‘5 - 1‘0 T 1‘5
FIGURE 2. The domain of A(+,-) in Example 2.6

assume the contrary: let y be such a function and suppose E(y) < 4oo. Let 0 <) <1, <1 be
such that y(#;) = 0,y(t2) = 1 and y(]t1,%2[) =]0, 1[. Since E(y) < oo, then

1

Y (t)y(t) < 5 e on t1,12]. 2.1)

1
Note that, since tlgltl 2—(0 = +o0 and y’ is bounded, then necessarily (2.1) is strict on a non-

12y

negligible set. It follows that
) ] nh—t 1

1y ()dt < | ~dt= <-. 2.2
|y wan< ["Fa=250 < 2)

However the change of variable { = y(¢) (which is justified, for instance, by the chain rule [33,
Theorem 1.74]), gives

t , 1 1
[ sy o= [ cag =2,
N 0 2
contradicting (2.2). This proves the claim.

Some natural questions arise:

(1) Is it true that a Lagrangian that is autonomous and bounded on bounded sets prevents
the occurrence of the Lavrentiev phenomenon in the case of a two endpoint constrained
problem?

(2) Can the phenomenon be prevented in the non-autonomous case? Some sufficient con-
ditions aimed at its non-occurrence are well established (see [17]). However, they do
usually involve regularity properties of the Lagrangian that are not present in the au-
tonomous case.

Recently, it appeared that Condition (S) on the first (time) variable of the Lagrangian is the
appropriate assumption to be added in order to study the non-autonomous case.

Condition (S). For every K > 0 there are &, > 0,7 € L!([a,b]), & > 0 satisfying, for a.e.
t € la,b)
[A(t2,2,u) = A(t1,z,u)| < (kA(tz,u) + Blul? + (1)) [ —11]
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whenever 1, € [t — &t +&]N[a,b], z € Bg, u € RY, (t,z,u) € Dom(A).

Remark 2.7. Condition (S) is fulfilled if A = A(y,u) is autonomous. In the smooth setting,
Condition (S) ensures the fulfillment of the Erdmann—Du Bois-Reymond (EDBR) condition. In
the nonsmooth framework, it plays a key role in the proof of the Lipschitz regularity under slow
growth conditions in the pioneering work of Clarke [24] and turns out to ensure the validity of
the EDBR (see [4, 6]). Actually the proof of [4] is based on Clarke’s maximum principle.

Theorem 2.8 gives an answer to the questions formulated above.

Theorem 2.8 (Non-occurrence of the Lavrentiev gap [37]). Suppose that A satisfies Condition
(S) and let y € WP ([a,b],RN) with y(a) = A,y(b) = B be such that E(y) < +oo. Assume that
there is a neighbourhood O, of y([a,b]) in RN such that:

3ry >0  Ais bounded on [a,b] x Oy x B, (B,)

Then:

(1) There is no Lavrentiev gap for (£2,) at y.
(2) There is no Lavrentiev gap for (¥, ) at 'y assuming, instead of (By), that:

Vr>0 A is bounded on |a,b] X Oy X B,. (B))

Sketch of the proof of Theorem 2.8. The proof of the first claim in Theorem 2.8 follows nar-
rowly that of [2, Theorem 2.4], obtained there for problem (P,) in the case of autonomous
Lagrangians.

We first use a Lusin type approximation of y, thus obtaining a Lipschitz sequence (z; ), that con-
verges to y in the W' norm and satisfies both boundary conditions z;(a) = y(a),zx(b) = y(b).
It may happen, however, that E(z;) does not converge to E(y): we then reparametrize each z; by
setting yx = zx © Wi, where W : [a,b] — [a,bi], by < b is a suitable Lipschitz, bijective function
in such a way that E(yx) — E(y) as k — +oo. In general by < b whence y;(b) # y(b): Condition
(BY) allows to build each y; in such a way that by = b. O

Remark 2.9. Notice that the Lagrangian in Example 2.6 violates Condition (B;; ); indeed A

1
takes the value +o0 on y, ([0, 1]) x [—r,r| whenever r > 3

2.3. Non-occurrence of the phenomenon with state and velocity constraints for extended
valued Lagrangians. The construction of the approximating Lipschitz sequence in the proof
of Theorem 2.8, based on a Lusin’s type approximation, may not preserve state or velocity
constraints. Moreover, Condition (B;L ) reduces drastically the possibility to apply the result to
Lagrangians that take the value —+oo.

Here, we fix a subset A of RY and a cone % in RN and consider the constrained problems

minE(y) : y € W ([a,b];RY), y(a) = A,y(b) = B, P

y(t) €A forallr € [a,b], y(t)eX ae.t € (a,b) ab
and

minE(y) :y € W' ([a,b],R"), y(a) = (PO

y(t) € A forall 1 € [a,b], (I)E% a.e. te[a b). ¢
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In this context, the non-occurrence of the gap/phenomenon means, referring to Definition 2.1
and Definition 2.2, that the Lipschitz functions (yy ), satisfy not only the given boundary condi-
tions but also the given constraints.

In addition to the assumptions of Theorem 2.8, we require here the radial convexity of A with
respect to the velocity variable and, in the case of the two endpoint constraints problem, that
Dom(A) is open in [a,b] x R¥ x RN, When A takes only real values, Theorem 2.10 below is
proved in [38] in a wider context of optimal control. The extended valued case is considered in
[36] and proved by means of the methods introduced in [35]. In both cases the main source of
inspiration is Clarke’s formulation of a weak growth condition introduced in his paper [24] in
1993. As in Theorem 2.8 the conditions that ensure the non-occurrence of the gap depend on

the number of boundary constraints. Let us denote by dB, the sphere of center 0 and radius r in
RV,

Theorem 2.10 (Non-occurrence of the Lavrentiev gap for problems with constraints [38, 36]).
Let y € WP ([a,b],RY) be such that E(y) < -+oo. Assume that A satisfies Condition (S) and,
moreover, that:

a) 0 < rw A(t,y,ru) is convex for all (t,y,u) € Dom(A) andy € A, u € U;
b) Y(t,y,u) € Dom(A),u € % Alt,y,ru) < +o ¥r €]0,1]. Moreover 0 < r+— A(t,y,ru) has a
non-empty subdifferential at r = 1: there is q € R such that

Vr>0 A(t,y,ru) — A(t,y,u) > q(r—1).

Then:
(1) There is no Lavrentiev gap for (,@ﬁ ’%) at 'y provided that

dry >0 Ais bounded on ([a,b] x y([a,b]) x (0B, N %)) NDom(A). (BY)
(2) There is no Lavrentiev gap for (@i’;}/) at y provided that, in addition to a) and b) and (B;’ ),

DAN(A X ) is interior to D
and there is A, > % such that, for every compact subset A of DA N (A X % ),
A is bounded on [a,b] x (AN (y([a,b]) x By,)).

In both cases each element of the approximating sequence to 'y in energy and norm is a Lipschitz
reparametrization of y.

In the autonomous, real valued case (A(t,y,u) = L(y,u)), the conclusion of Claim (2) of
Theorem 2.10 with % = R" was obtained by Cellina, Ferriero and Marchini in [20] under the
additional hypotheses that L(y,u) is continuous and convex in u.

Remark 2.11. (1) In Condition (B;’ ), one could use, instead of the sphere 8B,y, any set that
suitably encloses the origin (see [36]).

(2) The existence of a non-empty subdifferential in b) of Theorem 2.10 is fulfilled if (¢, y, rou)
€ Dom(A) for some rp > 1 or if A is equal to O on its effective domain: indeed in the
first case r = 1 belongs to the interior of the effective domain of r — A(¢,y, ru), in the
second 0 € 9, (A(t,y,ru)),—1.
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(3) Concerning Point (2) of Theorem 2.10, it is worth noticing that the requirement A, >
”by# implies that A, > essinf|y’|; this latter condition appears in Clarke’s [24, Growth

a
Hypothesis (H)] in the context of existence and regularity of minimizers.

Remark 2.12. Condition (By) in Theorem 2.8 implies the validity of (Bg ) in Theorem 2.10;
differently from the first where one needs a bound of the values of A(z,-,u) in a neighbourhood
of a product of the form [a,b] x y(|a,b]) X B, the latter condition involves just the behavior
of A on the elements of [a,b] X y([a,b]) X (dB, N ) contained in the effective domain of A,
for a suitable r > 0: notice in particular that we restrict here the attention to the values of
u on dB,, instead of B,. Actually, the methods of [2, 37] need the boundedness of A(z,y,v)
for v in a whole ball (not just its boundary): weakening this requirement was the main aim
in [21], carried on successfully just in dimension 1 by requiring the boundedness of A along
the graph of two Lipschitz functions, one positive and the other negative. Similarly, Condition
(By+) of Theorem 2.8 implies the validity of Condition (By@). Notice that the validity of (B;)
has a strong impact on the structure of the effective domain of A which is forced in that case to
contain [a,b] X y([a,b]) x R, r > 0. Instead, Condition (Bf) respects the integrity of Dom(A).
The situation is illustrated in Fig. 3 for the autonomous case with N = 1.

Y
.
.
.

"

y(Q)

<

FIGURE 3. The effective domain of an autonomous Lagrangian A = A(y,u) (N = 1)
and the validity of the assumptions of Theorem 2.8 (case a)) compared with those of
Theorem 2.10 (case b)) for problem (P, ).

a)

Remark 2.13. Assumption b) in Theorem 2.10 is quite natural: indeed if a minimizer y, exists
for the problems considered here, even locally in a suitable sense, then for almost every ¢ € [a, b],
the map 0 < r — L(t,y.(t),ry.(¢)) is “convex” at r = 1, in the sense that it has a non-empty
convex subdifferential [4, 6].

Remark 2.14. Many of the assumptions of Theorem 2.10 are not there for a purely technical
reason. Example 2.4 shows that Claim 1 may fail if (B;’ ) does not hold. Example 2.6 shows
that, in Claim 2 of Theorem 2.10 one cannot drop the assumption that D, is open, the other
assumptions being trivially satisfied (with % = R).

Example 2.15 [21, 36] shows that Claim 1 may fail even if just b) does not hold.
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Example 2.15. Let

1
0 ifu=—,y#0
A(y,u) = 2y
+oo  otherwise.

1
Let y.(t) = /y, t € [0,1]. Since y, = o A€ in [0, 1] we have E(y,) = 0 so that y, minimizes
Vx

E among the absolutely continuous functions y on [0, 1] satisfying y(0) = 0. Now let y be
Lipschitz in [0, 1] such that y(0) = 0 and E(y) < +oo. Then A(y,y’) < 4o a.e. in (0,1) so that

1
y = 2 a.e. in (0,1)

y(0) =0.

It follows that y(¢) = /¢, a contradiction. Thus E(y) = -+eo whenever y is Lipschitz and y(0) = 0.
What fails here, among the assumptions of Theorem 2.10, is the fact that the projections of the
effective domain onto the u variable are either empty or a non-zero singleton and thus are not
in general star-shaped with respect to 0.

Remark 2.16 (Non-occurrence of the Lavrentiev phenomenon). Theorems 2.5, 2.8 and 2.10
deal with the non-occurrence of the gap at a prescribed function y. Once the assumptions
are satisfied for every admissible trajectory, one obtains as a byproduct the non-occurrence of
the phenomenon. In particular, for the case of two prescribed endpoints, in the framework of
Theorem 2.8 one has to impose that A is bounded on bounded sets, and a fortiori that A is real
valued. Instead, in the spirit of Theorem 2.10, in place of (B;7 ) and (By@), one has to assume,
respectively, that:

e for every compact subset %~ of A there exits r_» > 0 such that A is bounded on ([a,b] X # x
(0B, N%)) NDom(A);

e A is bounded on [a,b] x A, for every compact subset A of Dy N (AN% ). We are not aware
of other results on the non-occurrence of the Lavrentiev phenomenon for extended valued
Lagrangians in the presence of both prescribed endpoints.

Example 2.17. Theorem 2.10 can be appreciated with the following example, considered in

11
[19]. Let A(t,y,u) = ol + E|u|2 fort € [0,1],y € A:=R3\ {0},u € R3. The problem (P) of
y
1

minimizing E(y) = / A(t,y(t),Y'(t)) dt among the absolutely continuous function that satisfy

given endpoint conditions is related to the existence of Keplerian orbits: such a minimizer exists,
as shown in [30]. A natural question is whether the Lavrentiev phenomenon occurs here. Now,
Theorem 2.8 is of no help since, A(t,y, u) being unbounded on every strip [a,b] x (Bx \{0}) X B,
(K,r > 0), one cannot ensure the validity of (B;L ) for every admissible trajectory y (see Remark
2.16). Instead, the assumptions of Claim 2 of Theorem 2.10 are satisfied for every admissible
trajectory y. Indeed

e A(t,y,u) is convex in u and thus radially convex;
e If K C A=R3\ {0} is compact and r > 0 then A is continuous and thus bounded on [a, b] x
K x B,, so that A fulfills (By@) for every admissible trajectory y.

In particular, by applying Theorem 2.10 to a minimizing sequence, it follows that the Lavrentiev
phenomenon does not occur.
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Sketch of the proof of Theorem 2.10. The argument is inspired by [19], [24] and [35]. Instead of
recurring, as in the proof of Theorem 2.8, to a Lusin’s approximation of y, we just reparametrize
y and take profit of the radial convexity assumption in order to estimate the energy of the
reparametrized function in terms of E(y). The construction is based on the following remark.
Let ¢ be an absolutely continuous, increasing change of variable on [a,b] with a Lipschitz in-
verse. Let y be an admissible trajectory, and set y(¢) := y(¢~!(¢)). Notice that, by taking high
values of ¢'(7), one lowers the norm of the derivative of y(¢(7)). The change of variable
t = @(7) yields

£G) = [ A5 0)de = [ A (050 21D ) ()

Supposing that A smooth, the derivative of u — A((p,y, %) watpu=1is

A((p7y7 l/t) —u: VMA((P,)’, u)‘
One then builds a suitable sequence of increasing and one-to-one changes of variable ¢ :
la,b] — [a,b] in such a way that ¢; > 1 and:
® y; :=yo ¢y is Lipschitz;
e y; — yin the W norm;
e E(y;) tends to E(y) as k — +oo.

/
The convexity of 0 < pt — P(p) := A(z,, ﬁ)u allows to compare A(@y,y,y") with A(¢x,y, %) [/
k
Condition (B;r ) enables to preserve the estimate after applying the integral sign. Finally, Con-
b
dition (S) yields an estimate of the integral / A(@r,y,Y')dt in terms of E(y). It may happen,

a
however, that ¢ (b) > b: one has to introduce a suitable set where 0 < ¢ < qo,é < 1, for a suitable
/

b
ol

b
constant ¢. Condition (Bf) is needed to give an upper bound of / A((pk,y, )(p,id’l: in terms
a

b
of / A(@,y,y’)d in the set where @ is smaller than 1. O
a

Remark 2.18. It is worth mentioning that the proof of Theorem 2.10 is constructive (see [38]).
Moreover, if in addition to the assumptions, the Lagrangian satisfies a suitable slow growth
(e.g., Clarke’s Condition (H) introduced in [24], satisfied for instance by 1/ 1+ |u/|?), then there
exists a minimizing sequence of equi-Lipschitz functions. Without entering into the details (see
[35, Corollary 5.5]), we point out how Clarke’s vision in [24] inspired these recent results: they
are all based on some relations between the convex subdifferential of the map ® (introduced
above) when u is large and when u is small enough. Whereas Condition (H) imposes a suitable
inequality between the two quantities, we use in the proof of Theorem 2.10 some more gen-
eral bounds of the convex subdifferential of ® at u = 1, that are valid under the boundedness
assumptions on A (namely conditions (B;V) and (By@)).

3. THE MULTIDIMENSIONAL AUTONOMOUS CASE

3.1. The framework. In the one dimensional setting, there is no Lavrentiev gap when the
integrand is continuous and does not depend on x. This result holds true even if the admissible
maps are vector-valued.



SOME RECENT RESULTS ON THE LAVRENTIEV PHENOMENON 13

In the third example considered in the Introduction, the integrand f3 : (x,s,E) € B? x R? x
R?*2 1 (s2 — 1)?|&|*> € [0, +o0) is autonomous, and yet the Lavrentiev phenomenon occurs.
This proves that the one dimensional result for autonomous integrands does not generalize to
vectorial problems when the domain is higher dimensional. In this section, we thus focus on
multidimensional scalar problems, namely when the admissible maps are defined on a subset
of RN, N > 2, and take their values in R.

We introduce a bounded Lipschitz open set Q in RV, a Lipschitz function ¢ : R¥Y — R and
a nonnegative continuous function f: (s,&) € R x RY s f(s,&) € RT. We point out that
throughout this section, f does not depend on the x variable. We still denote by E the energy
functional which is defined on the Sobolev set W(;J(Q) of those u € Wl})c,l (RN) which agree
with @ on RV \ Q:

E:ueWh' (@) /Qf(u(x),Vu(x))dx.

In this setting, a classical result states that the Lavrentiev phenomenon does not occur pro-
vided that f is jointly convex with respect to both variables (s,&): for every s,s' € R and

£.& eRY,
f(9s+(1 —6)s’,0§ +(1 — 6)5/) < 6f(s,§)+(1 —G)f(s',é'), Vo ¢ [0,1].

This statement has a long history and is the result of many contributions. To the best of our
knowledge, the first proof is contained in the book by Ekeland and Temam [29, Proposition 2.6,
p. 312], in the case when f only depends on the & variable and when ¢ is zero on the boundary.
Then, De Arcangelis and Trombetti [28, Proposition 2.4] have extended this result to general
boundary conditions ¢, but still assuming that f does not depend on the s variable. We have
adapted the proof to the case when f is jointly convex with respect to (s,&) and enlarged the
class of domains that one can consider [13]. Let us also quote another approach by Cellina and
Bonfanti [7] who have established the absence of the Lavrentiev phenomenon when f has a
separate dependence on s and &; that is,

f(s,6) = g(I&]) +h(s),

where g and & are smooth convex functions satisfying some suitable growth assumptions (here,
|| means the Euclidean norm of &).

However, the joint convexity with respect to (s,&) is not a natural assumption in our frame-
work. Indeed, the weak lower semicontinuity of E, which is a key property for both the relax-
ation of the functional (compare (1.1)) and the Direct Method, only requires the convexity with
respect to £. Moreover, we have already seen in Section 2 that in the one-dimensional case,
there is no Lavrentiev gap for continuous autonomous integrands. In this section, we present
a recent result giving a similar conclusion in the scalar multidimensional setting, when f is
convex just with respect to &.

3.2. Non occurrence of the Lavrentiev gap for autonomous problems. Here is the main
result of Section 3.

Theorem 3.1. [11] Let Q be a Lipschitz bounded open set in RN and ¢ : RY — R be a Lipschitz
bounded function. Assume that the continuous map f : R x RN — R is convex with respect to
the last variable. Then for every u € W(;J (Q), there exists a sequence (u;)i>1 C W(;’w(Q) which
converges to u in W1 (Q) and such that (E(u;));>1 converges to E(u).
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It follows from Theorem 3.1 that no Lavrentiev gap occurs between qu,’l () and W(;’w(Q).
When ¢ is a smooth function on RY | it also follows from Theorem 3.1 and a standard regu-
larisation argument that no Lavrentiev gap can occur between Wq],’l (Q) and Co Q).

If u e W(;’p (Q) for some p > 1, then the sequence (i;);>1 that we construct explicitly in the
proof of Theorem 3.1 converges to « in qu,’p (Q).

3.3. Ideas of the proof. Let us explain the main arguments to prove a weaker result than the
theorem stated above: Given u € W!!(Q), we want to construct a sequence (u;);>1 C W' (Q)
converging to u in W11 (Q) and such that lim; , . E (u;) = E(u). Here, we ignore the boundary
condition; that is, we do not require that each u; agree with u on dQ. This rougher construction
still allows to illustrate the main ideas of the proof.

In order to simplify the presentation, let us also assume that f is superlinear with respect to
the last variable, uniformly with respect to the first one:

lim sup inf fls,6)
1] >+o05SR [

= +oo

The convolution approach. One of the classical tools to rule out the Lavrentiev gap relies on
the approximation by convolution: given u € W'!(Q) and a family of mollifiers (pe )¢, let us
consider the maps:

Ug :u*pg.

We recall that any u € Wq],"1 (Q) is implicitly extended by ¢ outside Q, so that the convolution u
is well-defined. The maps u, converge to u in W11 (Q). It follows from the Fatou lemma that the
functional E is lower semicontinuous on W1 (Q). This implies that liminfe_,o E () > E (u).
If E(u) = +oo, then the equality holds and the proof is complete. In the rest of the proof, we
thus assume that E(u) < +o0. We have to establish the limsup inequality:

limsupE (ug) < E(u). (3.1)

e—0

If f is jointly convex with respect to (s, &), then we deduce from the Jensen inequality that:

Fluxpe, Vuxpe) < fu,Vu) * pe. (3.2)

By integrating over 2, this gives

/Qf(”*Pe(x)7V”*P8(x))dx§/Qf(u,Vu)*pg(x)dx.

Since E(u) < oo, the function x — f(u(x),Vu(x)) is summable on Q and thus the right hand
side converges to f(u,Vu) in L' (Q). Then, it remains to take the limsup in both sides to obtain
(3.1).

Under our assumptions, f is not assumed to be convex with respect to s. As a consequence,
the above argument involving this form of the Jensen inequality does not apply. As a matter of
fact, we do not even know if (3.1) is true for this particular approximation of u. We are thus led
to rely on a new strategy to approximate u.
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The parametric problem. In a nutshell, the idea is to mollify the graph of u instead of u itself. In
this step of the proof, our main source of inspiration is [ 10] where Bouchitté and Fragala address
a different question, namely a new duality theory in the Calculus of Variations. The common
feature with our problem is the non convexity of the integrand with respect to the s variable. In
order to overcome this obstacle, they introduce a convexification recipe: to the original energy
E, they associate the parametric functional G which is convex with respect to all variables.

In order to better explain the parametric formulation of the problem, let us start from the
classical example of the minimum area problem. The non parametric formulation amounts to
the minimization of the energy:

E,:ucw'(Q) l—>/ 1+ [Vl dx.
Q

Then E,(u) is the area of the graph of u over Q, namely
E,(u) = 7" (Graph,,),

where we have denoted Graph,, = {(x,u(x)) : x € Q} while /" is the N dimensional Hausdorff
measure on RY x R. Another way to consider this quantity is to interpret it as the perimeter of
the hypograph of u:

Eq(u) =Per ({(x,1) : t <u(x)}).

Let us introduce the indicator function y, of the hypograph of u:

1 ifr <u(x),

we (1) € QX R—
T (5,1) {O ifr > u(x).

If u is smooth on Q, then the Stokes formula applied on the hypograph of u implies that for
every ¢ € C2(Q x R,RVN+1),
| ey penydedi == [ g,y d ™ (x.),
QxR Graph,,
where n,, is the inner normal to the hypograph of u:
1

y = ——— (Vu,—1).
u —ku'z( )

This proves that the distributional derivative of y, is n,.#N_Graph, which belongs to the set
of finite RV *!-valued measures on Q x R. The total variation of this measure is

\Dy.| = 5N _Graph,,.

The density of Dy, with respect to |Dy;,| is:
Dy,
1Dl

The above calculation can be extended to W' functions provided that we give a suitable defi-
nition to the graph of u.
We have thus proved:

Ea(u)z/Q\/H—\Vulzdx:/QXRd\Dxul:/QXR\nM]d]DxM].

= ny.
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We can write the latter quantity as:

Dy,
hy D1,
Jove (eru|> D2t

where hy(E,A) := |(§,4)] for every (£,1) € RN x (—o0,0) (the notation | - | here refers to the
Euclidean norm in RV*1). Let us observe that one can obtain the new integrand |Dy,,| from the
old one /1 + |Vu|? by a homogeneization technique. Indeed, denoting by f;, the Lagrangian

& — /1+]&J2, we have
VA<0,  ha(E,) = —Af, (_%) — (€. 2).

IDul
tionals in the calculus of variations, in particular in our framework where the energy E(u) =

Jo.f(u, Vi) dx has a nonnegative continuous integrand f : R x RV — R™ which is convex and
superlinear with respect to the last variable. Indeed, following the same arguments as for the
minimum area problem, one can prove that

E(u) = G(%u)

Dy,
G u :/ h t, dD uls
)= [, (e ) aia

he(t,E,1) €RxRY x (—e0,0) = —Af(t,E/(—1)).

The next step is to extend the functional G as a convex functional on the vector space of those
v e Ll (QxR) such that Dv is an RV *!-valued Borel measure. We first need to extend & on
the whole R x RY x R. In view of the superlinearity of f with respect to the last variable, there
is only one way to do so if one expects a lower semicontinuous function on the whole space: we
define h = +o0 on R x RN x [0, +oco) except at the origin, where we set A(,0,0) = 0 for every
t € R. The resulting % is indeed lower semicontinuous, and convex in the last variables (&,1).
We can now extend the parametric energy G:

G(v) :/Mh (t,|g—:|(x,t)> d|Dv|(x,1),

where v is any L}, .(Q x R) function such that Dv is an RV *!-valued Borel measure.

As before, the notation |Dv| refers to the total variation of the measure Dv while Dv/|Dv| is
the density of Dv with respect to its total variation. Observe that the integrand of G does not
depend on v itself but just on its distributional derivative. This stands in strong contrast with E
for which the integrand f depends both on u# and Vu.

Since for every ¢ € R, the map (§,A) — h(r,&,A) is convex, the map G is convex as well,
whereas E is not necessarily convex on W!!(Q). In that sense, the minimization problem
associated to G is a convexification of the original problem related to E. By exploiting the
convexity of G, we are in a better position to establish a new Jensen type inequality. The price
to pay is that we enlarge the set of admissible functions. Indeed, the new functional G is not
only defined for the functions of the form ), with u € W(;’l (), but on the set of those locally
summable maps v which have bounded variations. Let us emphasize the fact that these maps v

The identity E,(u) = [o. g Fa (ﬂ) d|Dy,| can be generalized to a large family of func-

where

and
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depend on N + 1 variables. In the sequel, we refer to the x variable as the horizontal one, while
we call ¢ the vertical variable.

The horizontal regularisation. As already mentioned, we do not approximate the admissible
map u itself, but the indicator function ), of its hypograph. It is crucial to decouple the reg-
ularisation with respect to the horizontal variable x and the one related to the vertical variable
t. Regarding the former regularisation, we simply take the convolution of ¥, with a smooth
mollifier:

Xu*x Pe(x,1) = /Rqu(x—y,t)pg(y)dy, V(x,1) € QxR.

As above, the function u is implicitly extended to RY by setting u = ¢ on RV \ Q. Observe that
the convolution is only defined with respect to the horizontal variable x, even if ), also depends
on the ¢ variable.

This approximation satisfies the crucial property:

Hm G (), *x Pe) = G(Xu)- (3.3)
£—0

In order to prove the liminf inequality: liminfe_,0 G(), *x pe) > G(Xu), one relies on a classical
theorem due to Reshetnyak. The limsup part instead is a consequence of the following inequality
between positive measures:

h(tvDXu<'at) *xpe(x)) < h(l‘,D%u(-,t)) *xpe(x)' (3-4)

Here, given an RV *!-valued Radon measure y on Q x R, we have denoted by h(t, ) the posi-
tive measure

e, () = h (uﬁ(m)) ().

We use this notation in (3.4) for 4 = Dy, *« P and u = Dy,,.
The inequality (3.4) reduces to the classical Jensen inequality when one replaces the measure
Dy, by a function £ € L' (Q x R, R"). More specifically, for every ¢ € R,

00 1epe0) = (1 [ e pet)ay )

< [ e = 30)pely)dy = (1. £,1)) 52 e ().

The above calculation just requires the convexity of 4 with respect to the last variables, since
the convolution does not involve the ¢ variable.

Proving this inequality for Dy, instead of ¢ requires the disintegrations of the measures Dy,
and Dy, x, pe according to the product € x R. This leads to (3.4). By integrating the latter over
Q, one can then derive the limsup inequality for G and finally obtains (3.3).

The vertical regularisation. We proceed to intertwine the horizontal smoothing described in
the paragraph above with a verfical regularisation. The latter amounts to strengthening the
monotonicity of y, . pe(x,7) with respect to the ¢ variable. More specifically, given a new
parameter 6 > 0, we define the maps

V€75(x,t) = Xu*xPe(x,1) +S0(t).
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Here, @ : R — (0, 1) is a smooth decreasing function with lim,_, _. &¢(¢) = 1, lim,_, ;.o 0t(¢) = 0.
The role of o is to guarantee that the new approximation v, 5 decreases with respect to the
vertical variable ¢ uniformly with respect to x. Moreover, (3.3) becomes

lim lim G(), *x pe +00t) = G()u)-

6—0e—0

As we shall see below, the conjunction of the horizontal and the vertical regularisations yields
the Lipschitz continuity of the approximating sequence that we now define.

Coming back to functions defined on Q. Fix €,6 > 0. For every x € Q, the map ¢ > v, 5(x,1)
is decreasing, and moreover, using the definition of y,, and the properties of o, one gets:

tll)t_noovg’(;(x,t) =146, IETNv‘g’g(x,t) =0.

As a consequence, for every s € (0,1) and every x € Q, there is a unique ¢ € R such that
ve 5(x,1) =s. We denote by u; 5(x) this value of 7.

Assume for an instant that v, 5 and u; s are smooth on Q x R. Starting from the identity
Ve s, Uy 5 (x)) = s, the chain rule implies that

 Vare s 5(3))
v s vty 5 ()]

Vit 5(x)]

This expression gives an hint of the respective roles of € and 8. The numerator [V, v, 5(x,u}, 5(x))|
in the right-hand side is bounded uniformly in x thanks to the horizontal convolution with a mol-
lifier. The denominator |d;v, 5(x, g s(X))| = —dve 5(x, g, 5(x)) is bounded from below since
the 6 o term induces the uniform monotonicity in the 7 variable. We can thus conclude that ui s
is Lipschitz continuous.

Actually, the above argument must be suitably modified, since v, s is not differentiable with
respect to ¢ in general and at this stage of the proof, no regularity property is known for ”2, 5"
More specifically, we need to identify a condition on the function v, 5 which does not involve
its partial derivatives and guarantees the Lipschitz continuity of ufe s In order to guess this
condition, let us remember that v, s is close to the indicator function of the hypograph of u.
Now, a function w : Q — R is Lipschitz continuous if there exists some K > 0 such that its
graph lies below the family of cones of the form

Co:={(x1):t>wlX)+Klx—X|}, ¥KeQ
Equivalently,
vt +Klx— X)) < p (X)), (3.5)

where y,, is the indicator function of the hypograph of w. It turns out that replacing %, by v¢ 5
in (3.5) gives exactly the condition that we are looking for; that is, u}, 5 is Lipschitz continuous

for every s € (0, 1) if and only if there exists K > 0 such that
Ve s(x,t+Kx—x|) < v s(x,1), Vx,x' € QVt €R.

This characterization allows to establish the desired Lipschitz continuity of the approximating
maps u; 5.
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Letting (€,68) go to (0,0). It follows from elementary arguments that for every s € (0, 1), the
family of maps u;, 5 converges to u a.e. when € and 6 go to 0. The W1 convergence of Uy, s to
u and the convergénce of the energies E (ui 5) to E(u) are more delicate and rely on the coarea
formula.

Let us point out that there is no reason for u; s to satisfy the boundary condition uf? s=¢
on dQ. We thus need to modify the values of the approximating maps near the boundary. We
do not detail this part of the proof here. Let us just mention that it relies on a partition of
unity argument and local approximations near the boundary. In order to overcome the lack of
convexity with respect to u, one relies again on the parametric formulation of the problem.

4. THE MULTIDIMENSIONAL NON-AUTONOMOUS CASE

4.1. The framework. In this last section, we consider scalar problems in the multiple integrals
Calculus of Variations, when the integrand depends on the three variables x,u and Vu. We
present here some of our very recent results contained in [12]. More specifically, we assume that
the integrand f which now also depends on the space variable x, has the following properties:

Hypothesis (A). (A;) The function (x,s, &) — f(x,s,&) is a nonnegative Carathéodory func-
tion which is convex with respect to the variables (s, &), for a.e. x € Q.
(A) For every R > 0, there exists Yz € L!(Q) such that for every |(s,€)| <R,

flx,5,8) <w(x), ae xeQ.

Given p > 1, a Lipschitz bounded open set @ C RY and a Lipschitz function ¢ € W= (RV),
we consider the functional

E:ueWhr (@) / £l u(x), Vu(x)) dx.
Q
In order to state our main assumption, we need to introduce some notation:

Definition 4.1 (The functions f_s and (f, 5)™). Letx € Q and 6 € (0,1). We denote by 7 the

(N + 1)-dimensional variable 1 = (s,&).
(1) For every n € RV*!, we define

fos(n) :=essinf{f(y,n):y€Bs(x)NQ} =sup{p >0:p < f(y,n)ae.yecBs(x)NQ}.

(2) The function f,_5 being nonnegative on RN*1 one can define ( f.s)"" as the largest
convex function on RV*! lying below fes

Remark 4.2. Equivalently, (f, 5)** is the convex bidual of the nonnegative function f_.

The convex function (f, 5)** may be far below f(x,-,-).

Given a function g : RN+ _s R+ which is bounded from below, the Fenchel transform of g is defined as:

g'(t):= sup (((n,0))—g(n)),
TIE]RNH
where we have denoted by (-,-) the standard scalar product on R¥*!. One can thus define the Fenchel transform
of g* (which is bounded from below) and obtain in this way the convex bidual g**, which is the largest convex
function lying below g, see [29, Chapter 1].
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Example 4.3. For instance, consider the double phase functional presented in the Introduction:

fx,5,8) =817 +a(x)|5]7,
where 1 < p < ¢ and a is a nonnegative Lipschitz continuous function on R". Then, if xo € Q
is such that a(xp) > 0 and Bg(xo) N QN [a = 0] # 0, for every & € RY,

(o 5™ (5.8) = o 5(5.8) = [EIP.

In particular, f_ 5(5,+) has a p-growth, while f(xo,s,-) has a g-growth.

Our main assumption is related to the distance between (f,_5)**(s,&) and f(x,s,&). For every
L > 0, we say that f satisfies the condition (H?") if the following holds:

Hypothesis (H”*F). There exists A > 0, b € L'(Q), 8. € (0,1) and a function 6 : (0, 8,) — (0,1]
with éim 6(8) = 1 such that for every & € (0,8,) and every (x,5,&) € Qx R xRV,
—0

[(5,6)17+ (fr5)"(5,8) L&V = f(x,6(8)s,0(5)5) <A <|(s,€)\” + (fxfa)**(s,€)> +b(x).
(4.1)

Remark 4.4. Actually, the assumption (H”'F) unifies and substantially extends most of the
classical conditions arising in the Lavrentiev literature; we refer to the classical reference [14]
and the more recent paper [40] for a general overview, see also the introductions of the two
papers [8, 9]. One of the main novelties in (H?"F) is that we require the estimate on the right-
hand side of (4.1) to hold when both (s,&) and (f_5)**(s,&) are not too large. This stands in
strong contrast with the main condition in the seminal article [42] for instance, where Zhikov
assumes that f(x,s, &) is estimated by (fxfs)**(s,é) whenever |(s,&)|P < L&V,

4.2. Non-occurrence of the gap under (H”"X). Here is the main result of Section 4.

Theorem 4.5. Let ¢ be a bounded Lipschitz function on RN, Q a Lipschitz bounded open set,
p € [1,+o), and f satisfy the Basic Assumption (A) and Hypothesis (HP'*) for some L > 0.
Then there is no Lavrentiev gap between W(;’w(Q) and W(;’p (Q).

Example 4.6. Let us first observe that the double phase functional 1 : (x,s,&) — |E|P +a(x)|E |4,
with @ € W= (RN), satisfies (HP'L) for every L > 0 provided that ¢ < p (1+ ]%,) Indeed, for
every (x,s5,&) € QxR x RN and every & € (0,1),

Fop(5.E) = €17 +aslEle,

where a5 = infos(x)mQ a. Sin.ce the latter is convex, we also have f s (5,€) = (fxﬁ)**(s,f).
We then use the Lipschitz continuity of a to get

f(x,5,8) <[81P+a 5817+ |[Val ~@m6IS|? = (f 5)" (s,6) + [[Val =@ 8|7 751
< (fo6) (5,8) (14 [Val =@y 81G177),
where the last line relies on the fact that [§]7 < (f_5)™(s,&).

q9—p

If |(5,&) [P+ (f5)"(5,&) < LS, then |E]P < L&V, so that |§|97P < (L&) 7 . This im-
plies

F,5,8) < (F5) ™ (5, E) 1+ L [|Val = 8 V7).
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Ifg<p (1 + ]%,), then the exponent of & is nonnegative and we can conclude that f satisfies
(HP'L) for every L > 0. In particular, we recover the classical restriction on p and ¢ to discard
the Lavrentiev gap for the double phase functional, see e.g. [42, Theorem 2.3].

We emphasize the fact that (H?'F) is not restricted to the p — ¢ growth condition, and does
not involve the classical A, property either.

Example 4.7. For instance, the function

f(x,5,8) = exp(|§]) +alx) exp(a[&]), (4.2)

satisfies (H”*L') provided that a is Lipschitz continuous and & < 1+ 1/N. This specific integrand
does not fall into the realm of any of the results that we know on the Lavrentiev phenomenon.

Example 4.8. Another interesting example of a functional to which Theorem 4.5 applies is
given by the function

fx,5,8) = g(Ix["1517),

where g : Rt — R™ is a nondecreasing convex function and y > 0, p > 1. We further assume
that there exists v > 1 such that
+oo t
/ & dt < +-oo.
I A4

Then f does satisfy (H”) whenever y > N z—j As a consequence of Theorem 4.5, there is no
Lavrentiev gap for the corresponding energy. We are not aware of any comparable result in the

literature for this integrand, without any further restriction on the growth of g.

4.3. Ideas of the proof. The role of the function ( ijs)** is now well established in the field
and we can trace it back to the paper [42].

i) A regularizing sequence. Let us briefly sketch the standard approximation argument for a
given map u € qu’p (Q) such that E(u) < +o0. Let (pg)e~0 a smooth regularisation kernel such
that each p¢ is compactly supported in B¢. Then one defines the maps

ue() = wepel) = | ulx=y)pe(y)dy.

€

Exactly as in (3.1), we deduce from the Fatou lemma the liminf inequality:
liminfE (ug) > E(u).
e—=0

The x-dependence of f does not introduce any change at this point. In contrast, the limsup
inequality does not readily follow from the Jensen inequality as in (3.2). Actually, one applies
the latter to the function (f,.)** instead of f, for some given x € Q and € > 0 (observe that this
is possible since (f,.)*" is convex by construction):

(fre)™ (ue(x), Ve (x)) < (fice)™ (u, Via)  pe(x) < f (510, Vi)  pe ().

In the last inequality, we have used the fact that (f, )" < f; . < f everywhere on B (x) x R x
RV,

it) The role of (HP'). We now rely on the assumption (HP'L) for some suitable L > 0 (here, we
admit that there exists L > 0 for which the condition in the left-hand side of (4.1) is satisfied for
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(5,&) = (ue(x), Vue(x)); we also assume for simplicity that one can take 8 = 1). Hence, there
exists A > 0 and b € L' (Q) such that

[l ue(x), Vue(x)) < A([(ue(x), Vite (x)) |7 + f (- u, Vi) % pe (x)) + b(x).

Since E(u) < oo, the right-hand side is summable. Integrating the above inequality on Q, we
can deduce from the Vitali theorem that limsup,_,oE(ue) < E(u). Together with the liminf
inequality, this allows to conclude that

;ig(l)E(ug) = E(u).

iii) Modification of us. The main novelty in our approach lies in the way we modify the approx-
imating maps u, to force them to coincide with ¢ on dQ. Here, we have been inspired by one
coup de génie of Francis Clarke who introduced new seminal ideas in the Hilbert-Haar regular-
ity theory for scalar multidimensional problems [23]. In this work, one of the most beautiful
ideas is to compare a given minimum u with a dilated version of u, to obtain continuity proper-
ties for u. This stands in contrast with the usual approach where translations were used instead.
The gain of relying on dilations is to substantially weaken the assumption on the boundary con-
dition to obtain essentially the same conclusion on the minimum. Here, we go in the opposite
direction; that is, we replace dilations by translations.

More specifically, from the classical references (see e.g. [29]) up to the most recent ones
as [9], one first proves the non occurrence of Lavrentiev gaps on a star-shaped domain by
using dilations as a preliminary step before taking the convolution with pe. This allows to
work with maps which agree with the boundary condition ¢ on a neighborhood of dQ. In this
situation, it becomes easy to modify the maps u, in such a way that they coincide with ¢ on
dQ. In a second step, one extends the result to an arbitrary Lipschitz domain Q, by relying on
the fact that the latter can be written as the union of star-shaped subdomains. This extension
is sometimes based on a partition of unity argument. The latter in turn involves problematic
terms, which require suitable restrictions on the growth of f (when p > N — 1 however, it is
sometimes possible to avoid such restrictions, see [31, Theorem 2.3]). Using translations instead
of dilations substantially simplify the argument. In particular, we do not appeal to this two steps
strategy and directly work instead on any Lipschitz domain. Moreover, when working with
translations, the calculations are exactly the same for u and Vu, whereas performing dilations
inevitably introduces a discrepancy between the function and its gradients. This discrepancy is
another source of technical difficulties, which are generally overcome by assuming additionally
that the function u is bounded. Our approach does not require such an assumption.

4.4. On the assumption (H”L). In the examples presented above, as well as in the most clas-
sical ones that one can find in the literature, it is not difficult to check that (H?L) is satisfied. To
this end, we first observe that this condition is remarkably stable. For instance, the finite sum of
nonnegative functions satisfying (H?'1), satisfies (H?"F) as well. If f and g are two integrands
which are comparable, in the sense that % f < g <Af for some A > 0, then f satisfies (HPL) if
and only if g does.

We proceed to give a standard set of assumptions which make the verification of (H”L) easier:

© Whereas V(u(- + 7)) = (Vu)(-+ 7), one has V(u(5))

%(Vu)(x), with a nasty multiplying term % in the latter
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Proposition 4.9 (A sufficient condition for the validity of (H?'L)). Let f: Q x Rx RN — R*
satisfy the three following assumptions:

(1) (Structure assumption) There exist a continuous function m : Q x R™ — R™ which is

convex and nondecreasing in the last variable and a globally Lipschitz convex function
k:R xRN — RY such that

V(x,5,E) € Qx Rx RV, f(x,s,&) =m(x,x(s,&));

(2) (Growth assumption) There exists an increasing convex function ¥ : RT™ — R which is
superlinear and such that

V(x,s5,E) € QxR xRY, yoxk(s, &) < f(x,s,&).

(3) (Uniformity assumption for the x variable) There exist a non decreasing function h :
RT = R*, B €(0,1] and C > 0 such that:

Vr,y € QV(s,&) ERXRY, | f(x,5,&) — f(15,8) < [x—yPhok(s,&)+C.
If
—1 —1
sup o ey )(v) < 400 (Upper bound condition)
vmax(Ly0) \ (max(v, y~ (v)7)V
then for every L > 0 there is Ay, > 0 such that
(5,8)1P +yox(s,§) LS = flx,5,8) <AL((f5)" (5:8) +1).

In particular f satisfies (HP'L) for every L > 0.

As typical examples of functions k, one can take k(&) = ||&|| where || - || stands for any norm
on RY, or k(&) = |&]|. The latter allows to deal with orthotropic integrands, when f is the sum
of functions f; with similar structures and depending only on &;, fori =1,...,N.

Example 4.10. For instance, consider

=

f(x,5,8) :Zexp |&il) + aix) exp(eul|Sil),

where each a; is Lipschitz continuous on RY. This is the orthotropic version of the inte-
grand f(x,&) = exp(|&]) + a(x)exp(a|&|) introduced in (4.2). For every i = 1,...,N, the in-
tegrand fi(x,s,&;) = exp(|&;|) + ai(x)exp(a;|&;]) satisfies the assumptions of Proposition 4.9
with k(&) = |&|, ¥i = exp and h; = ||Va| =(q)exp(a-), provided that a; < 1+ % for every
i=1,...,N. It follows that each f; satisfies (H”L) for every L > 0, and the same is true for the
sum f itself, thanks to the stability properties of the assumption (HP:L).

Remark 4.11. We acknowledge the fact however that the convex envelope (f.)** is sometimes
hard to calculate or estimate, and may be very far from f itself. It is an open problem whether
(HP'L) could be replaced by the less demanding one:

There exists A > 0, b € L' (Q), 8, € (0,1) and a function 8 : (0, 8,) ~ (0, 1] with lim 8(8) =1

6—0
such that for every & € (0,68,) and every (x,s5,&) € Q x R x RV,

(58074 £5(08) L8V = 13, 0(8)5,0(0)8) <A (15,87 + £5(58) ) +0(0),
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When f satisfies a A type condition, the answer is positive and is essentially a consequence of
the main results in [8].

Acknowledgements We had the privilege to spend precious time with Francis, appreciating his
mathematical elegancy, his depth and originality in tackling problems and checking together the
validity of his favorite bilingual motto: "la vie est belle! - life is beautiful!”
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