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Abstract. In this work, a class of nondifferentiable multiobjective fractional programming problems with locally
Lipschitz functions is considered. Parametric Karush-Kuhn-Tucker necessary conditions are established for such
nonsmooth extremum problems via Mordukhovich subdifferentials of the involved functions. Moreover, a new
concept of generalized convexity, namely, L-univexity is introduced via the notion of Mordukhovich subdifferen-
tial, and by employing it sufficient optimality conditions for the considered problem are derived. Further, for the
aforesaid nondifferentiable multiobjective fractional programming problem, its parametric vector dual problem is
defined and several duality results are proved also under L-univexity assumptions. The parametric optimality and
duality results established in the paper for such nondifferentiable multiobjective fractional programming problems
generalize the similar results existing in the literature.
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1. INTRODUCTION

Multiobjective programming problems (also known as vector optimization problems) which
are optimization problems involving several conflicting objectives have been the subject of ex-
tensive study in the recent literature. Multiobjective fractional programming problems refers
to vector optimization problems where the objective functions are quotients. Such extremum
problems are commonly encountered in many areas of human activity, among others including
engineering, mechanics, science management, portfolio selection, physics, cutting and stock,
game theory, optimal control, and others. Therefore, due to the application of such multicriteria
optimization problems in so many areas of human activity, there is a need in the optimization
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theory for optimality conditions and duality results for more and more new classes of extremum
problems of this type.

Recently, optimality conditions and duality results have been studied for nonsmooth multiob-
jective fractional programming problems under various kinds of generalized convexity notions
(see, for example, [1], [2], [3], [4], [6], [12], [13], [15], [16], [19], [22], [25], [26], [27], [28],
and many others). Antczak [2] proved both parametric and non-parametric necessary and suf-
ficient optimality conditions and duality results for the considered generalized fractional pro-
gramming under appropriate (p, r)-invexity assumptions. Liu [16] established the Kuhn-Tucker
necessary and sufficient conditions for an efficient solution of multiobjective fractional pro-
gramming problems containing (F, p)-convex functions and duality results for the defined Bec-
tor type dual problem. Kuk et al. [13] established generalized Karush-Kuhn-Tucker necessary
and sufficient optimality conditions and derived duality theorems for nonsmooth multiobjective
fractional programming problems containing V-p-invex functions. Using the properties of lim-
iting subdifferential vectors and a separation theorem in convex analysis, Soleimani-damaneh
[21] derived some necessary and sufficient optimality conditions for the considered nonsmooth
fractional multiple objective problems. Further, Soleimani-damaneh [22] studied fractional
multiobjective optimization problems in special Banach spaces and, derived necessary opti-
mality conditions by utilizing Mordukhovich subdifferential, as well as established sufficient
optimality conditions for considered multicriteria optimization problems under the notion of
KT-(p,r)-invexity introduced by Antczak [2]. Under the introduced concept of nearly invex
functions for locally Lipschitz vector-valued functions, Kim et al. [12] derived generalized
sufficient optimality conditions and proved weak and strong duality theorems for the multiob-
jective fractional optimization problem involving nearly invex functions. Kim [11] introduced
the concept of generalized invexity for a fractional function and then he proved the sufficient
optimality conditions and several duality results for the considered nonsmooth multiobjective
fractional programming problems involving locally Lipschitz functions. In [19], Nobakhtian
considered nonsmooth multiobjective fractional programming problems with mixed constraints
and established for them the optimality conditions and several mixed duality results under var-
ious generalized invexity assumptions. Lai and Ho [15] studied a subdifferentiable multiob-
jective fractional programming problem and established sufficient optimality conditions and
parametric duality results under exponential V-r-invexity hypotheses. In his book, Verma [25]
presented a smooth and unified transitional framework from generalized fractional program-
ming, with a finite number of variables and a finite number of constraints, to semi-infinite
fractional programming, where a number of variables are finite but with infinite constraints.
Chuong and Kim [7] derived optimality conditions and duality relations that are expressed in
terms of limiting/Mordukhovich subdifferentials for nonsmooth multiobjective fractional pro-
gramming problems. Based on the idea of L-invex-infine functions defined in terms of the lim-
iting/Mordukhovich subdifferential of locally Lipschitz functions, Jayswal et al. [10] obtained
sufficient optimality conditions for the considered nonsmooth minimax fractional programming
problem. Antczak and Verma [3] proved both parametric necessary optimality conditions and,
under the introduced concept of (b, ¥, D, p)-univexity, also sufficient optimality conditions for
a new class of nondifferentiable multiobjective fractional programming problems. For a bibli-
ography of fractional programming, see, for example, Stancu-Minasian [23].
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In this work, we prove optimality and duality results for a new class of nondifferentiable
multiobjective fractional programming problems with both inequality and equality constraints.
Namely, we use the limiting/Mordukhovich subdifferential as a tool in proving the main re-
sults in the paper. In order to prove the necessary optimality conditions for the considered non-
smooth multiobjective fractional programming problem, we also use the Dinkelbach parametric
approach and the weighting method. Then, we establish the parametric Karush-Kuhn-Tucker
optimality conditions for a feasible solution to be a weak Pareto solution in the considered
nonsmooth multiobjective fractional programming problem which are formulated via the limit-
ing/Mordukhovich subdifferential of real-valued functions. In proving the aforesaid optimality
conditions, we also use the nonsmooth version of Fermat’s rule and the sum rule for limit-
ing/Mordukhovich subdifferentials given, for example, in [18]. Further, we also introduce the
concept of a nonsmooth L-univex optimization problem for the analyzed multiobjective frac-
tional programming problem. Then, we prove the sufficient optimality for such a nondifferen-
tiable vector optimization problem. The optimality results established in the paper are illustrated
by the example of a nondifferentiable multiobjective fractional programming problem which is
L-univex and, moreover, they are compared to the similar optimality results existing in the lit-
erature. It is known that the optimality conditions and calculus rules in terms of Mordukhovich
subdifferentials provide more sharp results than those given in terms of the Clarke subdiffer-
ential. Further, for the considered nonsmooth multiobjective fractional programming problem,
we define its vector parametric dual problem in the sense of Schaible and we prove several du-
ality theorems between these nondifferentiable multicriteria optimization problems also under
L-univexity assumptions.

2. PRELIMINARIES

The following convention for equalities and inequalities will be used in the paper.

Let R" be an n-dimensional Euclidean space and R be its non-negative orthant. For any
x = (x1,x2, ...,x,,)T, y= (y1,y2, ...,yn)T in R", we define:

(i) x=y ifandonlyifx;=y;foralli=1,2,...,n;

(i) x>y ifandonlyif x; > y;foralli=1,2,...,n;

(iii) x 2y ifand only if x; 2 y; foralli = 1,2,...,n;

(iv) x>y if and only if x = y and x # y.

Unless otherwise stated, X be a given Banach space whose a norm is always denoted by ||-||.
Its dual space is denoted by X* and the canonical pairing between X and X* is denoted by (-, -).

A real-valued function f: X — R is said to be locally Lipschitz at X € X on X if there exist a
positive constant Ky > 0 and a neighborhood U (X) of ¥ such that the inequality | f(x) — f(y)| =
Kz ||x —y|| is satisfied for every x,y € U (X), where ||-|| denotes a norm in X.

The set dom (f) :={x € X : | f (x)| < oo} is called the effective domain of f.

Definition 2.1. The polar cone of a set Q C X is defined by 00 = {x* € X : (x*,x) <0, Vx € Q}.

Definition 2.2. The functional F : X — R is superlinear if

i) F(x+u)2F(x)+F(u), Vx,ueX
i) F(ox)=oF (x),Vx € X, Vo 2 0.
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Definition 2.3. [18] Given a multifunction F : X = X*. Then, the notation

LimsupF (x) := {u* € X* : 3 sequences x,, — X
X—X

and % u* with u* € F (x,),Vn € N}
signifies the sequential Painlev ‘e-Kuratowski upper/outer limit with respect to the norm topol-

ogy of X and the weak* topology of X*, where the notation "5 denotes the convergence in the
weak™* topology of X* and N denotes the set of all natural numbers.

Definition 2.4. [7], [18] Let Q C X be closed around x € €, i.e. there is a neighborhood U of x
such that QN clU is closed. The Fréchet normal cone to Q at X is defined by

NFxQ):={x eX": Limsupm <0,,
e

where x <3 ¥ means that x — ¥ with x € Q. If ¥ ¢ Q, weput N (x;Q) := .

Definition 2.5. [18] The limiting/Mordukhovich normal cone N (X; Q) to Q at X € Q is obtained
from Fréchet normal cones by taking the sequential Painlevé-Kuratowski upper limits as follows

N (%;Q) := LimsupN (x;Q) .
x%f

IfXx ¢ Q, we put N (x; Q) := 2.

Definition 2.6. [7], [18] The negative polar of the Mordukhovich normal cone to Q atx € Q is
denoted by NM~ (%;Q), i.e.,

N~ (%Q):=NExQ)"={x" e X*: (x*,d) S0Vd e N(x:Q)}.
Definition 2.7. [7] The Clarke tangent cone to Q at X € Q, denoted by 7€ (x;Q), is defined by
TC(x%Q) ={deX:V{x,} CQ, x, = % V{t,} C (0,00),1, = 0,
V{d,} C X, d, — d with x, + t,d, € QVn € N}.

Definition 2.8. [7] The negative polar of the Clarke tangent cone 7€ (x;Q), denoted by N¢- (x;Q),
is called the Clarke normal cone to Q at X, i.e.,

NC™ (%Q):=T¢ (%Q) = {x* eX*:(x*,x) S0VxeTC ()‘c;Q)} :
It is known in the literature (see, for example, [7], [18]) that
N (% Q) C N~ (%:Q). (2.1)

Definition 2.9. The epigraph of an extended real-valued function @ : X — R := RU {0} is
defined by epigp := {(x,0) EX XR: 0 = ¢ (x)}.

Definition 2.10. [18] The limiting/Mordukhovich subdifferential of ¢ : X — R := RU {=+oo} at
X € X with |@ (X)| < o is defined by oMo (%) := {x* € X* : (x*,—1) e N((X; 0 (X)) ;epip)}.

Remark 2.11. If |@ (X)| = o, then one puts 0¥ ¢ (¥) := @.

Definition 2.12. [5] The Clarke subdifferential of ¢ : X — R := RU{+oo} atX € X with | (¥)| <
oo is defined by 9@ (x) := {x* € X*: (x*,—1) € N ((X;epi@ (X)) ;epi@p) } .
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If |@ (X)| = oo, then one puts M ¢ (x) = €0 (x) = @.
Remark 2.13. It follows from (2.1) and Definitions 2.10 and 2.12 that 9™ ¢ (¥) C d€¢ () for
any x € X.
For the set Q, let us consider now the indicator function 0 (-;Q) defined by

0 if xeQ,
8 (x:Q) ::{ o if x¢Q.

It is known (see Mordukhovich [18]) that there is the relation between the Mordukhovich normal
cone and the limiting subdifferential of the indicator function and it has the following form

N(x;Q) =38 (x;Q), Vxe Q. (2.2)
Definition 2.14. [18] A set Q C X is sequentially normally compact (SNC) at x € Q if, for any
sequences & | 0, xi 2, % and xp 25 0 with xp € N(xk;Q), one has sz H —0ask — oo,

Remark 2.15. If Q is closed around X, then & | O can be omitted in Definition 2.14. Obvi-
ously, this property is automatically satisfied in finite dimensional spaces. For various sufficient
conditions ensuring the fulfillment of the SNC property, the reader is referred to [18].

Now, we re-call the intersection rule for the Mordukhovich normal cone under the assumption
that the SNC property is fulfilled.

Lemma 2.16. [18] Assume that 1, Q, C X are closed around X € 1 N2y and that at least one
of the sets Qi, Qy is SNC at this point. If N (%;Q1)N (=N (x;Q2)) = {0}, then N (x; 21 N Q) C
N(%Q1)+N(x;Q2).

Now, we present the nonsmooth version of Fermat’s rule (see, e.g., [11, Proposition 1.114])
which is an important tool using in many applications.

Theorem 2.17. IfX is a local minimizer of @, then 0 € M ¢ (%).

Finally in this section, we invoke the sum rule for limiting subdifferentials which will be used
in the sequel.

Lemma 2.18. Let ¢;: X — R, i = 1,...,k, k 2 2, be lower semicontinuous around X € X and let
all but one of these functions be locally Lipschitz at X. Then,

M (@1 + ...+ ¢) (X) C My (X) + ...+ MM (%).
3. MULTIOBJECTIVE FRACTIONAL PROGRAMMING

In the paper, we consider the following multiobjective fractional programming problem

0 (x) = (91 (x), 91 (1)) = (L3, B) — v-min

subjectto  g(x) := (g1(x),...,gm(x)) £0, (MFP)
h(x) = (hi(x),...,hp(x)) =0,
xe€Q,

where Q is a nonempty SNC subset of X, fi: X =R, ¢;: X - R, icl={l,....k},g;: X =R,
J=A{1,....m}, hy: X — R, S={1,...,p}, are locally Lipschitz functions on X such that f; (x) =
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0, gi (x) > 0 for every i € I and all x € X. We call (MFP) the original multiobjective fractional
programming problem.

LetQ:={x€Q:gj(x) £0, j€J, hy(x)=0,s€ S} denote the set of all feasible solutions
of (MFP). We also define the set of active inequality constraints at a feasible solution x by

J(x —{]EJ g] 0}

Definition 3.1. A feasible solution X is said to be a Pareto solution (an efficient solution) for
(MFP) if and only if there is no other solution x € Q such that ¢(x) < @(X).

Definition 3.2. A feasible solution X is said to be a weak Pareto solution (a weakly efficient
solution) for (MFP) if and only if there is no other solution x € Q such that ¢(x) < ¢(X).

Definition 3.3. It is said that the considered multiobjective fractional programming problem
(MFP) satisfies the No Nonzero Abnormal Multiglier Constraint Qualification (NNAMCQ) at
X € Q if there do not exist ff; = 0, j € J(x), and ¥ 2 0, s € S (X) := {s € S : h; (X) = 0}, such

that ¥ ey I + Lees(x) Os 7 0, and

bS]

OEZujang Z (0" hs(x) UM (—hy) (X)) +N (% Q).

We use the parametric method introduced by Dinkelbach [9] for solving the considered mul-
tiobjective fractional programming problem (MFP). Namely, in order to prove the paramet-
ric necessary optimality conditions for the considered multiobjective fractional programming
problem (MFP), we use the parametric approach which is based on the method introduced by
Crouzeix et al. [8] for minimax fractional programming problems. Then, for the considered
multiobjective fractional programming problem (MFP), we define the associated parametric
nonfractional multiobjective programming problem (MP,) in the parameter v as follows:

V-minimize (fj(x) —vigq (X),..., fi(x) — vigr (x))
subjectto  g;(x) =0, jeJ={l1,..m},
hs(x)=0,s€S={1,...,p},
x € Q.

For the auxiliary multiobjective programming problem (MP,) defined above, the following re-
sult is true:

(MP,)

Lemma 3.4. [3], [19] Let x € Q be a weak Pareto solution of the considered multiobjective frac-

tional programming problem (MFP). Then X is also a weak Pareto solution in the nonfractional

multiobjective programming problem (MPy) with v; = ¢;(X), that is, v; = f;’g % i€l

Now, for the parametric nonfractional multiobjective programming problem (MP,), we use
the weighting method (see, for example [17]). Therefore, we define for (MP,) its weighting
problem as follows

minimize Y5 | A (fi(x) —vigi (x))
x e Q,
where 4; > 0,i=1,...kand Y* 4, =1

(Py)
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Theorem 3.5. An optimal solution of (Py) is a weak Pareto solution of (MPy) with v; = @;(X),

that is, v; = f’E g i € L. If the weighting coefficients A;, i = 1,...,k, are positive, then an optimal

solution of (Py) is a Pareto solution of (MPy).

Proof. Let X € Q be a minimizer of the weighting problem (Py), where v; = ¢;(X), that is,
Vi = ?E g i € I. We proceed by contradiction. Suppose, contrary to the result, that X is not a

weak Pareto solution of (MPy). Then, there exists other X € Q such that
filX) =vigi (%) < fi(X) = vigi(x), i =1,...,k.

Since A; 20,i=1,...,kand Zle Ai = 1, at least one weighting coefficient A, is positive. Hence,
the above inequalities yield that the inequality

k
Z (fi(x) = vigi (%)) <Z7L (fi(x) —vigi(x))

holds, which contradicts the assumption that X € € is a minimizer of the weighting problem
(Py). The proof of efficiency is similar and, therefore, it is omitted. O

The following theorem gives the Karush-Kuhn-Tucker optimality conditions (KKT) for an
optimal solution of the weighting problem (Py). Hence, we obtain the Karush-Kuhn-Tucker
necessary conditions for (MPy) and, thus, the Karush-Kuhn-Tucker (KKT) necessary conditions
for the original multiobjective fractional programming problem (MFP).

Theorem 3.6. Let X € Q be an optimal solution in the weighting problem (Py). Further, assume
that the No Nonzero Abnormal Multiplier Constraint Qualification (NNAMCQ) is satisfied at X.
Then, there exist & € R*, T € R™, O € RP and v € R* such that

k JE—
ZA (M fi(®) —vi0Mqi(x +ZujaMg,() (3.1)

Ig;(x) =0, j €, (3.2)

‘S:

k
A2i>0,iel, Y Ai=1,;20,je], 8,20, s€S. (3.3)

Proof. Let x € Q be an optimal solution in the weighting problem (Py). This means that x € Q
is an optimal solution of the following unconstrained optimization problem

k
minimize Z Ai (fi(x) =viqi (x)) + 0 (x;Q). (P)

i=1

Applying the nonsmooth version of Fermat’s rule (see Theorem 2.17), we get

k
0eoM (Z i (fi(®) —viqi (X)) + 8 (x;Q)) .
i=1
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Since the function Y'X_, A; (f;(¥) — ¥;q; (%)) is Lipschitz continuous around ¥ and the function
0 (x;Q) is lower semicontinuous around X, by the sum rule (see Lemma 2.18), we obtain

k
0€ Y A (" fi(x) —v:0Mq; (%)) + M (8 (%, Q)).
i=1

Hence, by (2.2), it follows that
k
0€ Y A (" fi(x) —vi0Mq; (X)) +N (%, Q). (3.4)
i=1

Now, let us denote
Qo:={xeX:gj(x)£0, jeJ, hy(x)=0,s€S}.

Thus, one has Q = Q¢ N Q. By assumption, (CQ) is fulfilled at X. Hence, it f0110\_>vs that there
do not exist 4; = 0, j € J (x), and ¥ 2 0, s € S (X), such that ¥ je ) I + Lesx) Os 7 0 and

0e Y movgix)+ Y, O (0Mh(x)uo™ (—hy)(x)).
Jjel(x) seS(x)
Therefore, by Corollary 4.36 [18], one has
N (%,Q9) C { Y m@oYeix)+ Y 95 (Mh(x)ud (<) (%)), (3.5)
JjeJ(X) seS(x)
pj=0,jeJ(x),0=0,seSX)}.
Since Q is the SNC subset of X and (CQ) is fulfilled at X, by Lemma 2.18, one has
N(xQ)=N(xQNQ) CN(XL)+N(XQ). (3.6)
Combining (3.4), (3.5) and (3.6), we obtain
0€ X i (M fi(x) = vioMqi (X)) + ¥ jeso |, 0™ g, (%) +
Yoes) Os (0Mhy(x) UM (—hy) (X)) +N (: Q).

Now, letting fi; =0, j ¢ J(X), and Yy =0, s ¢ S(x), we obtain that (3.7) implies the KKT
condition (3.1). Moreover, it is not difficult to note that also the KKT condition (3.2) is satisfied.
This completes the proof of this theorem. U

(3.7)

Remark 3.7. The Karush-Kuhn-Tucker conditions (3.1)-(3.3) are, in fact, the necessary opti-
mality conditions for X € Q to be a weak Pareto solution in the original multiobjective fractional
programming problem (MFP). Indeed, since X € Q is an optimal solution in the weighting prob-
lem (Py), by Theorem 3.5, is a weak Pareto solution in (MPy;). Then, by Lemma 3.4, X is also a
weak Pareto solution in the considered multiobjective fractional programming problem (MFP).
Then, we obtain that the Karush-Kuhn-Tucker conditions (3.1)-(3.3) are necessary conditions
for X € Q to be a weak Pareto solution in (MFP).

Now, we prove the sufficiency of the Karush-Kuhn-Tucker necessary optimality conditions
(3.1)-(3.3) under appropriate L-univexity hypotheses. Then, we define the concept of general-
ized convexity-affineness type for locally Lipschitz functions as follows on the lines of Chuong

[7].
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Let®s:R—RF, @, :R— RF, where ®;: R— R, @y, :R—R,i€l, ®y: R— R", where ®, :
R—R,jcJ, ®,:R— RP, where @), :R—>R,s€S,bf:X><X—>Rk,bq:XxX—)Rk,Where
by : X XX — Ry\{0}, by, : X xX — R \{0}, i €1, by : X x X — R™, where by, : X x X —
R \{0}, jeJ,by: X xX — RP, where b : X xX — R \{0},s€S.

Definition 3.8. It is said that (f, —g, g, k) is L-univex-infine at X € Q on Q C X (with respect to
Dp, Dy, Dy, Dy, by, by, b, by) if, for all x € Q and any & € IV f; (x), i € 1, —f; € IM (—¢q;) (%),
icl, {jedg;(x),jel, ¢ e dMhy(x)UoM (—hy)(X), s €S, there exists d € N (x;Q)° such
that

by (x, %)@y, (fi(x) — fi(x)) 2 (&i,d), i €1, (3.8)

by; (%, %) Py, (—qi(x) — (—qi(X))) 2 (—Bi,d), i €1, (3.9)
bg; (%, %) Py, (g(x) — (%)) = (Cjud), jE€J, (3.10)
by, (x,X)Pp, (hs(x) — hs(X)) = ws (Gs,d), s €S, (3.11)

where wy = 1 (whenever ¢; € 9™ hy(¥)) or wy = —1 (whenever ¢; € M (—hy) (x)). If (3.8)-(3.11)
are satisfied for all X € Q, then it is said that (f, —q,g,h) is L-univex-infine on Q (with respect
to ®p, ®y, Dy, Dy, by, by, bg, by).

Definition 3.9. It is said that (f,—q,g,h) is strictly L-univex-infine at X € Q on Q C X if, for
allx€ Q, (x#£%), and any & € IV f;(x), i€ l, Bi € M (—q;)(x), i€, § € Mg;(x), jeJ,
G € OMhy(x) UM (—hy) (x), s € S, there exists d € N (x; Q) such that

by (x,X)®y, (fi(x) — fi(X)) > (&i,d), i €1, (3.12)
by (x,%X)Py, (—qi(x) — (—qi(%))) > (—Pi,d), i €1, (3.13)
be; (x,X) Py, (87(x) — (X)) 2 (§j.d), j €, (3.14)
by, (x,f)(l)hs (hs(x) — hs(x)) =Wy <gs,d> ,SES, (3.15)

where wy = 1 (whenever ¢; € dMhy (X)) or wy = —1 (whenever ¢, € M (—hy) (%)). If (3.12)-
(3.15) are satisfied for all X € Q, (x # X), then it is said that ( f, —q, g, h) is strictly L-univex-infine
on Q (with respect to @ ¢, ®,, Py, Py, by, by, bg, by).

Theorem 3.10. Let x € Q and the Karush-Kuhn-Tucker necessary optimality conditions (3.1)-
(3.3) be fulfilled at x with Lagrange multipliers A € RK, 1L € R™ and © € RP. Further, assume
that (f,—q,g,h) is L-univex-infine at X on Q (with respect to @y, 4, g, Py, by, by, by,
bp), where @y, (-) = @y, (-) = ®;(+), i € I, each function ®;, i € I, is an increasing superlinear
Junction with ®; (0) = 0, each function @y, j € J (X), is an increasing nonnegative homogenous
Junction with @4, (0) = 0, each function @y, s € S, satisfies the condition @, (0) = 0, and,
moreover, by, (x,X) = by, (x,X) = bi(x,X), i € I, for all x € Q. Then X is a weak Pareto solution of
(MFP).

Proof. Let X € Q and the Karush-Kuhn-Tucker necessary optimality conditions (3.1)-(3.3) be
fulfilled at ¥ with Lagrange multipliers A € R¥, T € R” and O € RP. Then, by (3.1), there
exist & € IMfi(x), i, =B € M (—q) (x), i1, §F € Ig;(x), jeJ, gf € Mhy(x)U
oM (—hy) (%), s € S, such that

(Z (& +viB) +Zu,§*+2ﬁs€s> N(%0). (3.16)
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Suppose, contrary to the result, that X is not a weak Pareto optimal solution of (MFP). Then,
by Definition 3.2, there exists X € Q such that

¢ (x) <o(x). (3.17)
Using the definition of @, by v = ¢@(x), (3.17) gives
[i(x) =vigi(x) < fi(x) = vigi(x), i =1,....k. (3.18)

By assumption, each function ®;, i € I, is an increasing function on R and b;(x,X) > 0, i € I.
Then, (3.18) yields

bi(x,x)®@; (fi(x) — fi(X) + Vi (—qi) (X) = Vi (—q:) (X)) <P;i (0) =0,i=1,....k. (3.19)
Also by assumption, each function ®;, i € I, is a superlinear function on R. Then, by Definition
2.2,(3.19) gives

bi(x,%)®; (fi(x) — fi(X)) + bi(X,X)P; (vi (—qi) (X) —Vi(—gqi) (x)) <0,i=1,...k.  (3.20)
Since ( f ,—q,8,h) is L-univex-infine at X € Q on Q C X and Definition 3.8, there exists d €
N (x;0)° such that that the inequalities

bi(x,X) @i (fi(x) — fi(¥)) 2 (§i,d) , i €1, (3.21)
bi(X,X)®i (—qi(x) — (=qi(x))) 2 (=Bi.d), i €1, (3.22)
bgj()? x)q)gj (g]()?) 8j X)) = (& < > JEJ(X), (3.23)
bi, (X, X)@y; (hs(X) = hs(x)) = wis (5,d) s € S (%) (3.24)

hold for any & € M f; (x), —B; € 8M(— qi)(X),i€l, §edMg;(x), jeJ(X), ¢ € IMhy(x)U
oM (—hy) (%), s € S. Multiplying (3.22) by v; and taking into account that each function ®;,
i € 1, 1s superlinear (then, it is a nonnegative homogenous), by Definition 2.2, we get

bi(%,%)®; (vi (—¢qi) (X) — (Vi (—qi) (%)) = (-ViBi,d), i€ 1. (3.25)

Multiplying each inequality (3.21) and each inequality (3.25) by Ai, i €I, each inequality (3.23)
by [}, j € J, and each equation (3.24) by ¥y, s € S, we obtain that the inequality

M»

[biF 3R (%) ~ filx >>+bl-<f,x>zq>,-<v,-<—q,-><x>—m-(—q,-)(x))}+

[S=

i

b
by, (¥, %) g, (g7(%) — (X)) + 2 ’“ 55y () — (7)) =
JjeJ (@) seS(x
k m o
<in (&—viB)+ Y H;¢+ Z ﬁsgs,d> (3.26)

holds for any & € M f; (x), —Bi € oM (—q;) (X), i €1, §; € Mg, (%), j € J (%), G € IMhy(x) U
M (—hy) (%), s € S. Hence, (3.26) is also satisfied for &* € oM f; (), i € I, — B} € I (—q;) (%),
i€l (redMg;(3), jed, ¢ € Mh(X) UM (~hy) (%), s €S. Since d € N (%0)°, by Defini-
tion 2. 1 and (3.16), one has

<Z7Li(5i*—viﬁi)+Zﬁj@}k+20s€5,d> = 0. (3.27)
=1 s=1
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Combining (3.26) and (3.27), and using the assumption that each function <I>gj, jeJ, is a
nonnegative homogenous function, we get

k

) [b,-(f,;‘c)f,-cbi (fi(®) = fi®) + bi(Z D) Ai®: (Vi (—q1) (%) =i (—qi) (%)) | +

i=1

Y by (F 0P, (850 — T, + Z 55, (1)~ 1s() 2 0.

jeJ (@) seS(x Ws
By Karush-Kuhn-Tucker necessary optimality condltlon (3.2) and x,x € Q, it follows that
k

) [bi(faf)zifpi (fi(®) = i) +b:(E ) Ai®i (—gi(X) — (—4i(x))) | + (3.28)

i=1

Y by (F0)P, (180 + Z 35 g, (0) 2 0.

jel(x) seS(x Ws

Since each function &g, j € J (X), is an increasing nonnegatlve homogenous function with
&, (0) = 0 and each function @, s € S (X), satisfies the condition @, (0) = 0, (3.28) yields

bi(%,%)A: [; (fi(X) — £i(®)) + @i (7 (—q:) () — Vi (—qi) (%))] = 0. (3.29)

-

Il
—

1

By assumption, each function ®;, i € I, is a superlinear function on R. Then, by Definition 2.2,
(3.29) implies that the inequality

Zb FI)A: (@i (fi(®) — £E) +7i (—q1) (B) =i (—qi) (%))] 2 0

holds, contradicting (3.20). This completes the proof of this theorem. U

Theorem 3.11. Let X € Q and the Karush-Kuhn-Tucker necessary optimality conditions (3.1)-
(3.3) be fulfilled at x with Lagrange multipliers A € RK, 1L € R™ and © € RP. Further, assume
that (f,—q,g,h) is strictly L-univex-infine at X on Q (with respect to Dy, Dy, Dy, Py, by, by, by,
bp), where @y, (1) = @y, (-) = D; (+), i € I, each function ®;, i € 1, is an increasing superlinear
function with ®; (0) = 0, each function ®,,, j € J (X), is an increasing nonnegative homogenous
function with @, (0) = 0, each function ®y,, s € S, satisfies the condition &y (0) = 0, and,
moreover, by (x,X) = by, (x,X) = b;j(x,X), i € I, for all x € Q. Then X is a Pareto solution of
(MFP).

Now, we compare the Karush-Kuhn-Tucker necessary optimality conditions expressed in
terms of the Mordukhovich subdifferentials to analogous the Karush-Kuhn-Tucker necessary
optimality conditions expressed in terms of the Clarke subdifferentials.

Example 3.12. We consider the following multiobjective fractional programming problem

v (1615

g1 (x) = arctan (— |x|) £0, (MFP1)
hy (x) =0,
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where f;(x) =1In (x* + |x| +),i = 1,...,k, gi (x) = In (x* 4 |x| +-2 + i), where k is any integer,
hy is a real-valued function such that & (x) = O for any x € R. Note that Q = R and X = 0 is
a feasible solution in the considered multiobjective fractional programming problem (MFP1).
Then, one has N (x,Q) = {0} and N (x,0)° = R. Further, by Definition 2.10, we have oM f; (x) =
{=1.1} Mg () = {11} i=1,...k g1 (x) = {~1,1}, 9"hy (X) UM (—1) () = {O}.
In order to show thatx =0 is a Pareto solutlon of (MFP1), we utilize the optimality conditions
deduced in Theorem 3.11. It is not difficult to note that there exist Lagrange multipliers A € R,
L ER" ¥ cRPand v € R, such that the Karush-Kuhn-Tucker optimality conditions (3.1)-
(3.3) are fulfilled at x with these Lagrange multipliers. Now, we show, by Definition 3.9, that
(f,—q.8, ) is strictly L-univex-infine at X € Q on Q. Let us set @5 : R — R, ®,, : R = R,
CIJﬁ(a) Dy, (a) = Pj(a) =€, by (x,X) = by, (x,X) =b;j(x,X) =1,i=1,....k, g : R >R,

D, (a) = tan( )s bg, (,X) = k2’ ®;, : R = R, ®p, (a) = a, by, (x,X) = 1, then, by taking d =
qD (gl(x)lzzglbgl (1) , where | € 0¥ g; (%), we obtain that (3.12)-(3.15) are satisfied for all x € Q,
(x #£X). Then, we conclude, by Definition 3.9, that (f,—q,g,h) is strictly L-univex-infine at
x € Q on Q. Hence, by Theorem 3.11, it follows that X = 0 is a Pareto solution of (MFP1).

Remark 3.13. Note that we can not apply the optimality conditions under the assumption that
(f,—q,g,h) is strictly L-invex-infine in the context the definition introduced by Chuong and
Kim [7] for nonsmooth vector optimization problems. Hence, the sufficient optimality con-
ditions deduced in Theorem 3.11 under L-univex-infiniteness are relevant for a wider class of
nondifferentiable multiobjective fractional programming problems than the corresponding suf-
ficient optimality conditions under L-invex-infiniteness. Note also that the aforesaid conditions
are useful for a larger class of nondifferentiable multiobjective fractional programming prob-
lems than under the concept of invex-infine functions introduced by Sach et al. [20]. In fact,
one has 7€ (x;Q) = R, d%g; (x) = [~1,1] and 9h; (X) = {0}. If we take x € Q\ {0} and
£ =0¢ [—1,1] = 9% (%), then the inequality g; (x) — g1 (X) = ({1,d) is not satisfied for any
deTC(x Q). This means, by the definition introduced by Sach et al. [20], that the functions
constituting (MFP1) are not invex-infine at X on Q.

4. PARAMETRIC DUALITY

In this section, for the considered multiobjective fractional programming problem (MFP), we
study the parametric duality model defined by

maximize v
0€ Xl A (M fi(u) —vioMqi(u)) + X7, ;oM g (u)
+ X0 05 (Mhg(u) UM (=hs) () +N (u,0),
Ai (fi(u) —vigi(u)) 20, i€, (PVD)
uigi(u) 20, jel,
Ohs(u) =0, s€S,
ue QA >0, Y5 Ai=1,1020020 h(u)e(®-A0,]9])°,

where A(0,||3]]) = {yeRP: ||yl = ||®||}. We denote by I' the set of all feasible solutions
(u, A, 1, %,v) € Q % R’i X R" x R x R’i in the parametric dual problem (PVD), that is, all
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points (u,A, 1, 9,v) € Q x RX. x R" x RY. x Rk for which all constraints of (PVD) are fulfilled.
Further, we denote by U the set U ={u € Q: (u,A,u,%,v) €'}

In proving various parametric duality results between (MFP) and (PVD), we also use the
concept of nonsmooth L-univexity introduced in this paper.

Theorem 4.1. (Weak duality). Let x and (u,A, L, ¥,v) be any feasible solutions in (MFP) and
(PVD), respectively. Further, assume that (f,—q,g,h) is L-univex-infine at u on QUU (with
respect to @y, Oy, Pg, @, by, by, bg, by), where by (-,-) =bg, (-,-) =b;(-,-), P (1) =Py, (+) =
D;(+), i €I, each function ®;, i € I, is an increasing superlinear function with ®; (0) = 0, each
function ®g,, j € J, is an increasing nonnegative homogenous function with @y, (0) =0, each
function @y, s € S, satisfies the condition @, (0) = 0. Then, ¢ (x) £ v.

Proof. Let x and (u,A,u,9,v) be any feasible solutions in (MFP) and (PVD), respectively.
Since (u, A, 1, ®,v) € T satisfies all constraints of (PVD), there exist &* € oY f; (u),i €1, B €
oM (—qi) (), i€, & € dMg;(u), jel, gf € MMhg(u) UM (=hs)(u), s € S, such that

k
—(ZM —vif") +ZHJ +Zﬁ€s> N(u;0). 4.1)
i=1

S=

We proceed by contradiction. Suppose, contrary to the result, that

o (x) <w

Hence, by the definition of ¢ and by the assumptions that each function ®;, i € I, is an increasing
function satisfying the condition ®; (0) = 0, b; (x,u) > 0, it follows that

k
Y bi (x, 1) L (i (x) — vigi (x)) < 0. (4.2)
i=1

By assumption, (f,—gq,g,h) is L-univex-infine at u € I" on QU U (with respect to ®r, P,
D,, @y, by, by, by, by). Then, by Definition 3.8, for all x € Q and any §; € Mfi(u),icl,
Bi€ M (—qi)(u),i€l, §jedMg;(u), jeJ, g € IMhy(u)UoM (—hs) (u), s € S, there exists
d € N (u;0)" such that

bi(x,u)@; (fi(x) — fi(w)) 2 (&, d), i €1, (4.3)
bi(x,u)®; (—qi(x) = (—qi(u))) 2 (=Bi,d) , i €1, (4.4)
by, (x,u)Pg; (g;(x) —g;()) 2 (§j.d), jEJ, (4.5)
b, (x, )Py, (hs(x) — hs(u)) = wy (G5, d) , s €S, (4.6)

where wy = 1 (whenever ¢; € 0Mhy(u)) or wy = —1 (whenever ¢; € M (—hy) (1)). Then, multi-
plying each inequality (4.3) and each inequality (4.4) by A4;, i € I, and by v;, i € I, each inequality
(4.5) by uj, j € J, and each equation (4.6) by ¥, s € S, using that each function ®;, i € I, is
nonnegative homogenous we get that the inequality

Zb x,u) A [P (fi(x) — fi(u)) + @i (vi (—qi) (x) —vi(—q:) ()] +

1\

Z;,)bg,»(w)uj‘l’g, (6169 —81(00) + K )24, (1) = ()
jeJ(u sE
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k m p
<Z;Li(€i_viﬁi)+ Z.ujCj"“ Z ﬁs'gs;d> 4.7
i=1 =1 s=1

holds for any & € oM f; (u), —Bi € M (—q;) (u), i €1, §; € Mg (u), j € J, ¢ € IMhy(u) U
oM (—hs) (u), s € S. Hence, (4.7) is also satisfied for &* € oM f; (u), i € I, — B € M (—q;) (u),
i€l gredgi(u), jed. ¢ € Mhy(u)UdM (~hy)(u). s €S. Since d € N (x;0)", by Defini-
tion 2.1 and (4.1), we have

k m )4
<): A& —viB)+ Y s+ Y ﬁsgs*,d> 2 0. (4.8)
i=1 j=1 s=1

Combining (4.7) and (4.8), we obtain

Zb x,u) A [@; (fi(x) — fi(uw)) +Di (vi(—qi) (x) —vi(—qi) (u))] +

m

19
Z bgj (xa u)q)gj (.ujgj( ) /,L]gj + Z bhs X, u (th (hs(x) - hs(”))
j=l1 s=1 Ws

Using x € Q and (u,A, 1,9, v) € I' together with the assumptions that each function D, jEJ,
satisfies @, (0) =0, by, (x,u) > 0, j € J, each function ®;, i € /, is a superlinear function, we
get

1\

0.

k
Z x, ) Ai®; (fi(x) —vigi(x) — (fi(u) —vigi(u))) +

1\

th X, u ‘Dhs( h (u)) 0.

Since f;(u) —vigi(u) = 0 for any i € I, and each function ®;, i € I, is an increasing function, the
above inequality gives

v

k
3" bl 1) 2a; (i) — i) + Y. o xuﬁﬁm(—hs(u» 0.

i=1 s=1

Now, let us set 7, = %‘;, s € S. Note that since ¥ = (¥, ...,%,) € R and ||7|| = |||, therefore,
y € A(0,||9]]). Then, the above inequality can be rewritten as follows

-

N
Il
—

bi(x,u) P (fi(x) — vigi(x +th %, u) Os®p, (—hy(u))
s=1

v

14
— Y b (x,10) (B — ) D, (— ) = 0.

s=1

Since each function @, s € S, is a nonnegative homogenous function, we get

k
Y Do, 1) 1y (fi(x) — vigi(x)) + (4.9)
i=1

(e u)®p ( L u)®p (95— %) (—hs(u))) 2 0.

i M"c
i Mw
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By assumption, each function ®;,, s € S, is an increasing function satisfying ®;_ (0) = 0. From
(u, A, 1, %,v) €T, it follows that (O — 7) (—hy(u)) = 0, s € S. Hence, (4.9) implies that the
following inequality

k
Y bilo,u) i@ (fi(x) — vigi(x)) 2 0

i=1
holds, contradicting (4.2). This completes the proof of this theorem. 0

If we assume slightly stronger assumptions, then we obtain stronger result.

Theorem 4.2. (Weak duality). Let x and (u,A,l,¥,v) be any feasible solutions in (MFP)
and (PVD), respectively. Further, assume that (f,—q,g,h) is strictly L-univex-infine at u on
QUU (with respect to @y, Oy, Py, Pp, by, by, bg, bp), where by, (-,-) = by, (-,-) = b (-,-),
D () =Dy () = DPi(:), i €1, each function ®;, i € I, is an increasing superlinear function
with ®; (0) = 0, each function Dy, j € J, is an increasing nonnegative homogenous function
with g, (0) = 0, each function @y, , s € S, satisfies the condition @y (0) = 0. Then, @ (x) £ v.

Theorem 4.3. (Strong duality). Let X € Q be a weak Pareto solution (a Pareto solution) in
(MFP) and the constraint qualification be satisfied for (MFP). Then there exist A € R*, L € R™,

¥ € R” and v € R* such that ()?,I,E,E,V) is feasible in (PVD) and the objective functions
of (MFP) and (PVD) are equal at these points. If all hypotheses of the weak duality theorem
are also satisfied, then X,I,E,E,V is a weakly efficient solution (an efficient solution) of a

maximum type in (PVD).

Proof. Letx € Q be a weak Pareto solution in (MFP) and the constraint qualification be satisfied
for (MFP). Then, by Theorem 3.6 (see also Remark 3.7), there exist A e RF, ueR", D €RP
and ¥ € R¥ such that the conditions (3.1)-(3.3) are fulfilled. Moreover, since X € Q, we have
that hs(X) = 0 for all s € S. Hence, this implies that (3 — ¥,(x)) = 0 for all y € R” satisfying
the condition ||y|| = ||¥||. This means that 4 (x) € (O —A(0, ||5H))0 Hence, (%,I,E,@,V)
is feasible in (PVD) and the objective functions of (MFP) and (PVD) are equal at these points.
Further, assume that all hypotheses of the weak duality theorem are satisfied. We proceed by

contradiction. Suppose, contrary to the result, that (X,x, 1,0, V) is not a weak efficient solution
of a maximum type in (PVD). Then, there exists other (ﬁ,%, i, 9 , \7> € I' such that v < v. Since

v = ¢ (X), the above inequality implies that ¢ (X) < v. Since X € Q and (ﬁ,i, I, 0, V) eI, this
is a contradiction to weak duality (Theorem 4.1). [

Theorem 4.4. (Converse duality). Let (ﬁ, I,E,E,T/) € I' be a weakly efficient solution of a

maximum type (an efficient solution of a maximum type) in (PVD) such that u € Q. Further,
assume that (f,—q,g,h) is (strictly) L-univex-infine at u on QUU (with respect to @y, @y, Pg,
Dy, by, by, by, by), where @y, () =Py, (1) =P (+), i € I, each function ®;, i € I, is an increasing
superlinear function with ®; (0) = 0, each function ®, A (X), is an increasing nonnegative
homogenous function with @, (0) = 0, each function @y, s € S, satisfies the condition ®p, (0) =
0, and, moreover, by.(x,u) = by, (x,u) = bi(x,u), i € I, for all x € Q. Then U is a weak Pareto
solution (a Pareto solution) in (MFP).
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Proof. Suppose, contrary to the result, that u is not a weak Pareto solution in (MFP). Then, by
Definition 3.1, there exists x € Q such that ¢ (x) < ¢ (u). Hence, this inequality implies that
fi (X) —vigi (x) <0, i € 1. Since each function ®;, i € I, is an increasing superlinear function
with ®@; (0) =0 and b; (x,u) > 0,i € I, we get

k
Y bi (%,1) L:®@; (f; (%) — vigi (%)) <. (4.10)

i=1

In the similar way as in the proof of Theorem 4.1, under the assumption of L-univexity of
(f,—q,g,h), we get that the inequality

bi(X,0)A; [P; (fi(X) — fi(@)) +@; (¥ (—qi) () — Vi (—qi) (@))] + (4.11)

Tﬂw

1

~

- 19s _
Z g, (X, 1)L/ Dg, (g;(%) —g;(@)) + th X, 1) — Py, (hs(x) — hy()) 2
j=1 s=1 Ws

i=1

k m o
<Z)Vi (&+viB)+ Y 15+ i 19st,d>
=1 =1

holds for any & € oM f; (w), —B; € oM (—q;) (w), i €1, §; € IMg; (w), j € J, ¢ € IMhy(u) U
oM (—hy) (i), s € S, and some d € N (; 0)°. Since (n,%,n,ﬁ, ?) € I, using the first constraint
of (PVD), there exist & € M fi(w), i € I, B € O™ (—qi) (@), i € 1, §F € IMg; (@), j e J,
¢t € IMhs(w) UM (—hy) (), s € S, such that

k m P
— (Z Li(EF+viB+ Y Wi+ ) m;;‘) €N %;0). (4.12)
i=1 j=1 s=1
Combining (4.11) and (4.12), and the properties of ®;, i € I, <I>gj, j € J, we obtain

bi(X, 1) A [@; (fi(X) — vigi(%) — (f;(@) — Vigi(@)))] + (4.13)

on

1

ig]xu g,(ujgj(ic) I,g,(u ) th %,1) hs(hs(@—hs(ﬁ))go.

Since each function ®;, i € I, is an increasing function, each function @, i j €J,1s an increasing
nonnegative function with @ (0) = 0 and by x € Q, we get

bi(X, 1) A [D; (fi(X) —Vigi(%) +th X,1) $S¢hs<—hs(ﬁ))zo. (4.14)

1 s=1

-

1

In the similar way as in the proof of Theorem 4.1, (4.14) implies that the inequality

bi (X, u) Li®; (fi(X) —vigi(x)) = 0

||M»

holds, contradicting (4.10). This completes the proof of this theorem. U
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Theorem 4.5. (Strict converse duality). Let X € Q be a weak Pareto solution in (MFP) and
<E,I,ﬁ,5,v> be a weakly efficient solution of a maximum type in (PVD) and all hypotheses of

strong duality (Theorem 4.3) be fulfilled. Further, assume that (f,—q,g,h) is L-univex-infine at
uwon QUU (with respect to @y, By, @y, O, by, by, b, by), where P, (1) =Py, (1) =P;(-), i €1,
each function ®;, i € I, is an increasing superlinear function with ®; (0) = 0, each function Dy,
Jj € J(X), is an increasing nonnegative homogenous function with ®,,(0) = 0, each function
Dy, s €S, satisfies the condition @y, (0) = 0, and, moreover, by, (X,u) = by, (X,u) = bi(X,u),
i € 1. Then, X = u, that is, u is a weak Pareto solution of (MFP).

Proof. We proceed by contradiction. Suppose, contrary to the result, that X # u. Since all
hypotheses of strong duality are fulfilled, by Theorem 4.3, one has

@ (X) =. 4.15)

In the similar way as in Theorem 4.1, we obtain that the following inequality

Zb ) Ai®; (f;(X) — vigi(x)) = 0

holds. Since b;(x,u) > 0 for any i € I, the above inequality implies that there exists at least one
i € I such that fj(X) —v;gi(x) > 0. This means that the inequality E g @; (X) > v; is satisfied
for at least one i € I, contradicting (4.15). This completes the proof of this theorem. 0

5. CONCLUSIONS

In this work, optimality and duality results have been analyzed for a new class of nonsmooth
multiobjective fractional programming problems in which the involved functions are locally
Lipschitz. Namely, the parametric Karush-Kuhn-Tucker necessary optimality conditions have
been formulated for such nondifferentiable vector optimization problems via Mordukhovich
subdifferentials of the involved functions. Since the limiting/Mordukhovich subdifferential of a
real-valued function at a given point is contained in the Clarke subdifferential of such a function
at the corresponding point (see [18]), the necessary conditions formulated in terms of the lim-
iting/Mordukhovich subdifferential are sharper than the corresponding ones expressed in terms
of the Clarke subdifferential. Moreover, sufficient optimality conditions for the considered non-
differentiable multiobjective fractional programming problem are established by utilizing the
new concept of L-univexity, which is introduced in this paper by the notion of limiting subd-
ifferential for locally Lipschitz functions. Comparing them to the similar sufficient optimality
conditions formulated in the literature for nonsmooth multiobjective fractional programming
problems in terms the limiting/Mordukhovich subdifferentials of the involved functions, we
have shown that they are applicable for a larger class of such nonsmooth optimization prob-
lems. Further, for the considered nonsmooth multiobjective fractional programming problem,
its vector parametric Schaible dual problem has been defined and several duality theorems have
been proved also under L-univexity assumptions. Thus, optimality conditions and duality theo-
rems in this work generalize similar results existing in optimization literature to a new class of
nonconvex nonsmooth multiobjective ractional programming problems.

It seems that the techniques employed in this paper can be used in proving similarly results
for other classes of multiobjective fractional programming problems. We shall investigate these
problems in the subsequent papers.
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