Commun. Optim. Theory 2023 (2023) 35 https://doi.org/10.23952/c0t.2023.35

;’_ﬁ Communications in Optimization Theory

MATHRES Available online at http://cot.mathres.org

DIRECTIONAL SUBDIFFERENTIAL OF THE VALUE FUNCTION

KUANG BAI!, JANE J. YE%*

'Department of Applied Mathematics, The Hong Kong Polytechnic University, Hong Kong
2Department of Mathematics and Statistics, University of Victoria, Canada

Dedicated to Francis Clarke on the occasion of his 75th birthday

Abstract. The directional subdifferential of the value function gives an estimate on how much the optimal value
changes under a perturbation in a certain direction. In this paper, we derive upper estimates for the directional
limiting and singular subdifferential of the value function for a very general parametric optimization problem. We
obtain a characterization for the directional Lipschitzness of a locally lower semicontinuous function in terms of
the directional subdifferentials. Based on this characterization and the derived upper estimate for the directional
singular subdifferential, we are able to obtain a sufficient condition for the directional Lipschitzness of the value
function. Finally, we specify these results for various cases when all functions involved are smooth, when the
perturbation is additive, when the constraint is independent of the parameter, or when the constraints are equalities
and inequalities. Our results extend the corresponding results on the sensitivity of the value function to allow
directional perturbations. Even in the case of full perturbations, our results recover or even extend some existing
results, including the Danskin’s theorem.
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1. INTRODUCTION
In this paper we consider a parametric optimization problem in the form:
(P) min  f(x,y)
yeR™
s.t. P(x,y) €T,

where x € R" denotes the parameter, f : R"" — R, P: R"™™ — R” and I' C R” is a closed
set. Unless otherwise stated, we assume that all functions f,P are locally Lipschitz continu-
ous. Such a problem is very general. In the non-parametric case, it is sometimes referred to
as the mathematical program with geometric constraints; see e.g. [27] or as a set-constrained
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optimization problem; see e.g. [25]. In the case where I' = R”! x {0}72 with p; + p> = p,
the parametric optimization problem (Py) becomes a parametric nonlinear programming prob-
lem with equality and inequality constraints and in the case where I is a convex cone, it is a
parametric conic program as studied in [12].

In practice, it is important to know how the optimal value of an optimization problem changes
subject to perturbation. For this purpose, it is interesting to study certain properties such as
Lipschitz continuity and differentiability of the associated (optimal) value function/marginal
function

V(@) i=inf{ ) P(x.y) €T},
where by convention, V(x) is defined to be +oo if the feasible map
F(x) = {y|P(x,y) €T}
is empty at x. We define the solution map of (Py) by
S(x) := argmin{f(x,y)|P(x,y) €T}.

Sensitivity analysis of the value function consists of the study of its directional differentiability
and subdifferentials. In this paper we mainly concern about subdifferentials of the value func-
tion and refer the reader to the topic on the directional differentiability of the value function in
a forthcoming paper [2].

Since it is known that in general the value function is not smooth even when all problem data
are smooth, in the literature, one usually tries to give upper estimates of certain subdifferentials
of the value function and then use them to obtain some useful information. The classical results
in this regard were given for smooth nonlinear programs with equality and inequality con-
straints. Gauvin and Dubeau [17, Theorems 5.1 and 5.3] showed that for a smooth nonlinear
program, if S(X) # 0, the solution map S(x) is uniformly compact near X, and Mangasarian-
Fromovitz constraint qualification (MFCQ) holds at each y € S(x) then V(x) is Lipschitz con-
tinuous near X and the following upper estimate holds for the Clarke subdifferential/generalized
gradient of the value function:

2V (x) Cco U {V,L(x,y,A)|A € A(x,5) }, (1)
yes(x)

where L(x,y,A) := f(x,y) +P(x,y)T A is the Lagrange function and A(x,y) is the set of the
Lagrange multipliers for problem (P) at y € S(x). Moreover by [17, Corollary 5.4], if MFCQ
is replaced by the linear independence constraint qualification in the above, then V (x) is Clarke
regular and (1) holds as an equality. Furthermore if the solution is unique, then the value func-
tion is smooth. Clarke [13] considered an additively (right-hand side) perturbed nonsmooth
optimization problem with equality, inequality and an abstract constraint. The restricted inf-
compactness condition (see [13, Hypothesis 6.5.1], [28]) which is one of the weakest sufficient
conditions for the lower semicontinuity of the value function was introduced and upper esti-
mates not only for the generalized gradient but also for the asymptotic generalized gradient
were obtained in Clarke [13]. Lucet and Ye [32, 33] gave upper estimates for the limiting sub-
differential and the singular subdifferential of the value function for a perturbed nonsmooth
optimization problem with equality, inequality, an abstract constraint and a variational inequal-
ity constraint. For nonsmooth nonlinear programs with equality and inequality constraints, Ye
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and Zhang [39] obtained upper estimates of the limiting and the singular subdifferential in terms
of the enhanced multipliers and the abnormal enhanced multipliers respectively. Since the set of
the enhanced multipliers is contained in the set of the standard multipliers, the obtained upper
estimates in [39] are sharper than those in terms of the standard multipliers. The results in [39]
have been extended by Guo et al. [27] to the parametric program with geometric constraints,
and to the parametric mathematical program with equilibrium constraints (MPEC) by Guo et
al. in [28].

Sometimes, there are advantages in considering perturbations only in a certain direction. To
deal with these kinds of requirements, a directional version of the limiting normal cone and
subdifferential have been introduced independently by Ginchev and Mordukhovich [26] and
Gfrerer [18]. The directional limiting normal cone and subdifferential are in general smaller
than their non-directional counterparts and possess rich calculus (see [7, 9, 31, 38]). These
directional objects allow one to consider directional optimality conditions which are sharper
than the nondirectional one (see e.g Gfrerer [18] and Bai and Ye [1]), directional constraint
qualifications which are weaker than its nondirectional counterparts (see e.g., [4, 6, 10, 11, 18—
20]), optimality conditions for nonconvex mathematical programs (see e.g., [8, 21, 25, 38]) and
stability analysis of constraint systems/set-valued maps (see e.g., [5, 23, 24, 40]). Recently
Bai and Ye [1] introduced a directional version of the Clarke subdifferential and gave upper
estimates for the directional limiting/Clarke subdifferential of the value function for parametric
smooth nonlinear programs with equality and inequality constraints.

The upper estimate for the directional limiting subdifferential of the value function in Bai
and Ye [1, Theorem 4.2] was obtained under several assumptions including the relaxed constant
rank regularity (RCR-regularity) condition and the Robinson stability (RS), and the results are
only for smooth nonlinear programs. In this paper we obtain upper estimates not only for the
directional limiting subdifferential but also for the singular directional limiting subdifferential
of the value function. Our results are obtained for the general parametric optimization problem
(Py) under only the metric subregularity/calmness condition. For the additive perturbation,
our results extend and recover the classical results in Clarke [13]. In the case of the smooth
nonlinear program, our results do not need the RCR-regularity and the RS conditions as in Bai
and Ye [1, Theorem 4.2]. Moreover we extend the celebrated Danskin’s theorem to a directional
version.

We organize the paper as follows. In the next section, we provide the notation and preliminary
results. In section 3, we derive upper estimates for the directional subdifferentials of the value
function and give new sufficient conditions for the directional Lipschitz continuity of the value
function. Finally, in section 4, we apply the results to various special cases.

2. PRELIMINARIES AND PRELIMINARY RESULTS

We first give notation that will be used in the paper. Let Q be a set. By x* £, ¥ we mean
xk — % and for each k, x** € Q. By x* & %, we mean that the sequence {x*} approaches ¥ in
direction u, i.e., there exist #; | 0,u* — u such that x* = ¥+ ,u*. By f(t) = o(t), we mean
that f(¢) is a function such that lim, @ = 0. S denotes the unit sphere. B denotes the unit
open ball and B4 () denotes the open ball centered at X with radius equal to o. % denotes the
closed unit ball. For any x € R", we denote by ||x|| the Euclidean norm. For a set Q, we denote

by coQ, clcoL2, Q, bdQ and Q7 its convex hull, its closure of the convex hull, its closure, its
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boundary and its orthogonal complement, respectively. By dist(x, Q) := inf{||x — y|||y € Q}, we
denote the distance from a point x to set Q. For a single-valued map ¢ : R” — R™, we denote
by Vo (x) € R™" the Jacobian matrix of ¢ at x and for a function ¢ : R” — R, we denote
by Vo(x) both the gradient and the Jacobian of ¢ at x. We denote the extended real line by
R := [—o0,00] and for an extended-valued function f : R” — R, we define the effective domain
of f as domf := {x|f(x) < e}. For a set-valued map & : R” =% R™, we define its graph by
gph® := {(x,y)|y € ®(x)} and its domain by dom® := {x|P(x) # 0}.

When d = 0 the following definition coincides with the Painlevé-Kuratowski inner/lower and
outer/upper limit of ® as x — X respectively.

Definition 2.1. Given a set-valued map ® : R" = R and a direction d € R", the inner/lower
and outer/upper limit of ® as x N respectively is defined by

liminf®(x) := {y € R™|V sequences t;, | 0,d* — d, I — y s.t. y* € ®(F+ 1,d")},
xiﬁ
limsup®(x) := {y € R”|3 sequences ty | 0,d* — d,y* — y s.t. y* € ®(F+1,d")},
xgi
respectively.

We review the various concepts of tangent and normal cones below (see, e.g., [13, 14], [37,
Definitions 6.1 and 6.3], [34, Theorem 3.57] and [12, Definition 2.54]).

Definition 2.2 (Tangent Cones and Normal Cones). Given a set Q C R" and a point X € Q, the
inner tangent cone to L at X is defined as

TL(F) := {d € R"|V1 | 0,3d) — d s.t. T+ tedy € QVkY,
the tangent/contingent cone to € at X is defined as
To(x) :={d e R"|F | 0,dy — d s.t. X+ tdy € QVk}.

The regular normal cone, the limiting normal cone and the Clarke normal cone to Q at X can
be defined as

fol) = {gem

(Cx— ) < ol — ) vxesz},

No(x) = {CER"
NG(X) = clcoNg(%),

3 xx L, %, §—C such that §; € ﬁg(xk) Vk} ,

respectively.

We say that a set Q is geometrically derivable at X € Q if T} (%) = To(X). It is known that
not only convex sets, but also polyhedral sets (union of finitely many convex polyhedral sets) as
well as a second-order complementarity set [40, Proposition 5.2] are geometrically derivable.

Definition 2.3 (Directional Normal Cone). [18, 26] Given a set Q C R", a point X € Q and a
direction d € R", the limiting normal cone to Q at X in direction d is defined by

Nq(%;d) = {C eR"

311 0,di — d, G — & s.t. § € No(x+ tdy) Vk} :
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It is obvious that N (X;0) = No(X), No(¥;d) =0 if d ¢ To(X) and No(X;d) C No(X). Itis
also obvious that for all d € To(X) \ Tha(X), one has Ng(¥;d) = {0}. Moreover when Q is
convex, by [21, Lemma 2.1] the directional and the classical normal cone have the following
relationship

No(%:d) = No()n{d}"  Vd € To(%). )

In fact the regular normal cone in the definition of the directional normal cone can be equiv-
alently replaced by the limiting normal cone as in the following proposition. In another word,
the directional limiting normal cone has the outer semicontinuity property.

Proposition 2.1. /25, Proposition 2] Given a set Q C R", a point X € Q and a direction d € R",
one has

No(%d)={{ eR" 311 0,dy — d, & — § s.t. §i € No(X+tydy) Vk} .

Similarly, many classical concepts in variational analysis can have their directional versions.
To this end, the following concept of a directional neighborhood is needed.

Definition 2.4 (Directional Neighborhood). ([18, formula (7)]). Given a direction d € R", and
positive numbers €,8 > 0, the directional neighborhood of direction d is a set defined by

Ve 5(d) = {z € eB|[|||d]lz— [|z]| || < ]|z]l[]|}-

By definition, it is clear that

rtay= { DUl O -l <9} wazo

Hence if the direction d = 0, then the directional neighborhood is nothing but an open ball €B
while if the direction d # 0, the directional neighborhood is a section of the open unit ball with
the central angle determined by 8. The colored section in Figure 1 shows the graph of 7; 5(d)
when d # 0. Note that unless d = 0, a directional neighborhood is not an open set.

FIGURE 1. Directional neighborhood

With the directional neighborhood at hand, many classical concepts have been exteneded to
their directional versions, and a directional version of the variational analysis has been stim-
ulated (see discussions in the Introduction). In the sequel, we list some useful results from
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directional variational analysis. First we define a concept of the directional lower semicontinu-
ity and continuity. Obviously these concepts can also be defined by replacing the neighborhood
by the directional neighborhood in the classical concepts.

Definition 2.5 (Directional Lower Semicontinuity and Continuity). Let f : R” — R be finite at
X. We say f is lower semicontinuous (l.s.c.) at X in direction u if

F(®) < liminf £(x).

x—>X%

We say f is continuous at X in direction u if

£(2) = tim £().

x—>X

Using the concept of the directional neighborhood, [7] defined a directional version of the
Lipschitz continuity for functions.

Definition 2.6 (Directional Lipschitz Continuity). ([7, Page 719]) We say that a single-valued
mapping @(x) : R" — R™ is Lipschitz continuous around X in direction u if there exists a scalar
L > 0 and a directional neighborhood ¥ 5(u) of u such that

lo(x) — ()| < Lilx =] Vx,x" € 2+ 5(u).
If u = 0 in the above definition, we say @(x) is Lipschitz continuous around X.

Definition 2.7 (Directional Derivatives). Let ¢ : R" — R. The Dini upper directional derivative
of ¢ at x in the direction u is
l‘ J—
¢’ (x;u) := limsup Plx+iu) = ¢(x) :
140 4

The Dini lower directional derivative of ¢ at x in direction u is

o' (x;u) == lirtri(i)nf ¢<x+t”‘t) —0(x) ‘

The usual directional derivative of ¢ at x in the direction u is

(o) 1 1 210 0

t10 t

when this limit exists. The directional derivative of ¢ at x in direction u in Hadamard sense is

0 (x+ 1) — 9 (x)

Ik

oy, (x;u) := lim
k—soo0
when this limit exists for all sequences t | 0, u* — u.

Definition 2.8 (Graphical derivative). Let ¢ : R" — R™. The graphical derivative of ¢ at x in
direction u is

¢ (x + 1) — 9 (x) =d}.

Tk

Do) ()= {d

It 1 0,uF — us.t. lim
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When ¢ is directionally differentiable at X in direction u in Hadamard sense, ¢(x) is also
continuous at X in direction u, and the graphical derivative D@ (X)(u), is equal to the singleton
{¢/;(x;u)}. Tt is easy to see that if ¢ is Lipschitz continuous around x in direction u, then
¢’ (x;u) = @7, (x;u). Furthermore, if ¢ (x) is also directionally differentiable, then

Do (x)(u) = ¢' (x;u) = ¢py (x;u) = ¢ (x;u) = ¢ (x;0).
We review the definition of some subdifferentials below.
Definition 2.9 (Subdifferentials). (/37, Definition 8.3] and [13]) Consider an extended-real-

valued function f : R" — R and a point X € domf. The Fréchet (regular) subdifferential of f at
X is the set

df(x) :={& eR"|f(x) = f(&) + (&, x— %) +o(llx—x[)},
the limiting/Mordukhovich/basic subdifferential of f at X is the set

0f(®) = {5 e BRI =%, & = & st f() = f(8), & € I (),
the singular/horizon subdifferential of f at X is the set
9°f (%) = {€ eR"Z = 5,7 L 0s.t. &K = &, F() = f(%), EF € IF ()}

If f(x) is Lipschitz continuous around X, then the Clarke subdifferential of f at X can be equiv-
alently defined as

0°f (%) := co(df (%))-

The following concepts are the directional version of the limiting and the singular subdiffer-
ential studied in [18, 26, 31]. Recently [7] introduced a concept of the limiting and the singular
subdifferential in directions not only from x but also from f(X).

Definition 2.10 (Directional Subdifferentials). Let f : R" — R and % € domf. The limiting
subdifferential of f at X in direction u € R" is defined as

Of(Fu) = {E e R Tk & %, 65 = & s.t. f(XK) = f(F), EF € If(F)Y,

the singular subdifferential of f at X in direction u € R" is defined as
97 f(Fu) == {5 ER"| I 5,5 10,78 = & st f(2K) = f(%), E € If(xH) } :

Furthermore, if f(x) is Lipschitz continuous around * in direction u, [1] defined the direc-
tional Clarke subdifferential of f at X in direction u as

0°f(%;u) :=co(df(xu)).
It is clear that d°f(¥;0) = 9 f(X). Moreover, [1, Proposition 2.1] proved that
I f(X;u) = colimsup d° f(x), d°(—f)(X;u) = —9°f(x;u). (3)
P
Similar to the directional limiting normal cone in Proposition 2.1, in the definition of the
directional limiting and singular subdifferentials, one can replace the regular subdifferential by
the limiting subdifferential. The result for the directional limiting subdifferential is given in

[31, Theorem 5.4]. In the following proposition, we prove the result for the directional singular
subdifferential.
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Proposition 2.2. Let u € R" and f : R" — R with X € domf. Then
If () ={€ e R 5 5,65 = & st f(N) = (%), X € af ()},
and

o f(eu) = {& R 2t B 2.0 L0, 5E — E s f() = f(2), E € af(d) b @

Proof. We prove the one for the directional singular subdifferential. Denote the right hand side
of (4) by RHS. By definition of the directional subdifferential, it is easy to see that 0 f(x;u) C
RHS. To show the reverse inclusion, consider any & € RHS. Then there exist sequences f; |
0,7 4 0,u* — u and &K € 9 f(x + nu*) with 7&K — &, f(x+nuX) — f(%). For each k, by
Definition 2.9, there exists (¥, f(&), EX) € (X + gk, f (& + k), E6) +12B"+ 1+ such that EF ¢
P f(&%). Then we have

-z T — (x4 tyub) i T+nuf—x

lim = lim TRy 2R Ry,
k—oo Iy k—o0 I k—oo I

and
lim f(&) =lim(f(%+ 1) +o(n)) = £(%), lim 58" = lim 7, (ék +o<rk>) =&.

It follows that & € 9 f(x; u). This shows that 3 f(x;u) 2 RHS and the proof is complete. m

Recall that an extended-real-valued function f is said to be locally l.s.c. at ¥ where f(X) is
finite if and only if epif is locally closed at (%, f(X)) [37, Excercise 1.34], which means that
there exists € > 0 such that epif NBe (X, f(%)) is closed. We now extend this definition to a
directional local lower semicontinuity.

Definition 2.11 (Directional Local Lower Semicontinuity). Let f : R” — R with ¥ € domf.
Then f(x) is said to be locally L.s.c. at X in direction u if there exist positive scalars €,0 such
that epif NX+ Ve 5(u) x Be(f(%)) is closed.

The concept of the directional local lower semicontinuity above is stronger than the direc-
tional lower semicontinuity defined in Definition 2.5. We now give an example to show that the
directional continuity does not imply the directional local lower semicontinuity.

Example 2.1. consider the function

X, If x is a positive rational number,
f(x) =< —x, ifxisanegative rational number,

0, otherwise.

Let x = 0. Since lim f(x) = f(X), f(x) is directionally continuous at % along direction u = 1.
1
xX—rx

However, epif Nx+ V¢ 5(u) x Be(f(%)) = epif N ([0,€] x [—¢,€]) is not closed for any € >
0,6 >0.

It is well-known that the limiting subdifferential can be used to characterize Lipschitz prop-
erties of functions.

Lemma 2.1. [37, Theorem 9.13]) Let f : R" — R with f(%) finite. Suppose that f is locally
l.s.c. at x. Then the following conditions are equivalent:
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(a) f is Lipschitz continuous at X,

(b) 977 (x) = {0},

(c) the set-valued map 9 f is locally bounded at %, i.e., there exists € > 0 such that UxeB, (8) af(x)

is bounded.

Moreover, when these conditions hold, d f(X) is nonempty and compact and one has
lipf(x) = max v :=max|df(¥)],
ved f(x)
where lipf (%) is the Lipschitz modulus of f at X defined by

lipf () := limsup w
x’,.}r;))?, H‘x_x ”

®)

We now prove that the directional limiting subdifferential can also be used to characterize the
directional Lipschitz continuity. Note that when the direction u # 0, we need the continuity of
f in direction u.

Proposition 2.3. Let f : R" — R with f(X) finite. Assume that f is locally L.s.c. at X in direction

u and f is continuous at X in direction u. Then f(x) is Lipschitz continuous around % in direction
u, if and only if d f is uniformly bounded on (X+ ¥ 5(u))\{X}, i.e.,

max df(x)|:= max V|| <M, 6
xG(er“//g,a(u))\{f}‘ f)l _vedfty) = ©
xe(# 7 5 (W\(F)

for some positive scalars €,0,M.

Proof. Since f is locally l.s.c. at X in direction u, there exist positive scalars €,0; such that
epif NxX+ Y 5 (u) x Be(f(X))) is closed. Take & < &; and consider points x lying in (¥+
¥e.5(w))\{x}. Then x is an interior point of (X + 7; s, (u))\{X}, and we can choose a small
enough & > 0 such that epif N Bz (x, f(x)) is closed which means that f is locally Ls.c. at x.
Moreover since f is continuous at X in direction u, without loss of generality we may assume
that f is finite on (X+ 7 5(u))\{x}. Hence without loss of generality, we may assume that f is
finite and locally L.s.c. at each point lying in (¥ + Ve 5(u))\{x} for some positive scalars €, 6.

Suppose that f is Lipschitz continuous at ¥ in direction u, then at each X € (X+ 7 5(u))\{x},
f is Lipschitz continuous and f(X) is finite. By Lemma 2.1, df is locally bounded at each
% with lipf (%) < M for some M > 0. By (5), we obtain the uniform boundedness of d f on
(X4 ¥ 5(u))\{x} for sufficiently small positive scalars €, . Conversely suppose that df is
uniformly bounded on (X + ¢ 5(u))\{X} and (6) holds. Then df is locally bounded at each
point X € (X+ 7 5(u))\{X}. By Lemma 2.1, local boundedness of d f at X is equivalent to the
Lipschitz continuity of f at ¥ and in this case lipf(X) < M. It follows that there exists & > 0
such that

[F() = FE < M =", Va7 € Be(%).
Then for any a,b € (¥4 ¥ 5(u))\{X}, by the convexity of set ¥+ ¥ 5(u) the segment [a, D]
joining @ and b is contained in ¥+ ¥; 5(u). Since [a, b] is compact, by the Heine-Borel theorem,
one can find finitely many points, say x?,...,x" from the segment [a, b], such that

la—bll = lla = +[Ix* = +... +[|]x" ]|
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and |f(x') — f(xT1)| < M||x' — x| fori=1,...,n where x' := a,x"*! := b. It follows that

[fla) = f(B)] < |f(x") = FOP) + .. 4 | f () = )]
< MHx1 —xZH +...+M|x" —x”“H
— Mlla—b,
from which we have
[f(a)=f(b)| <Mlla—b|, Va,be (¥+ ¥ s(u))\{x}. (7)

In (7) let a approach X in direction u. Then by the directional continuity of f(x) at X in direction
u, we obtain

[f(X) = f(B)| <M|x=bll, Vbe (x+ e 5(u)\{x}.

The proof is complete. [

Using Proposition 2.3, we can show that the directional singular subdifferential can be used
to characterize the directional Lipschitz continuity of a directionally l.s.c. function.

Proposition 2.4. Let f : R" — R with f(X) finite be locally l.s.c. and continuous at % in direction
u#0. Then f(x) is Lipschitz continuous around X in direction u if and only if 9% f(X;u) = {0}.

Proof. If f(x) is Lipschitz around X in direction u, then by [31, Corollary 5.9], we have
0 f(%;u) = {0}. Suppose that 9 f(x;u) = {0}. Then by definition, there exist positive scalars
€, such that d f is uniformly bounded on (X4 7; s(u))\{X}, by Proposition 2.3, f(x) is Lips-
chitz continuous around ¥ in direction . ®

The following proposition recalls some useful calculus rules of directional and nondirectional
limiting subdifferentials. The readers are also refered to [37] and [7] for comprehensive studies
of calculus properties of these two kinds of subdifferentials.

Proposition 2.5 (Calculus Rules). (see e.g., [1, 9, 31, 34, 37])

(1) Let f : R" — R be Lipschitz around % in direction u and g : R" — R be Ls.c. in direction
u with x € domg. Let o, B be nonnegative scalars. Then

d(af +Bg)(Fu) C adf(%u)+ Bdg(F;u).
(2) Let ¢ : R" — R™ be Lipschitz near X and f : R™ — R be Lipschitz near ¢ (X). Then
Ifep)®C |J 95 9.
§edf(9(x)
(3) Let f: R" — R be Lipschitz around X and Q be a closed subset of R". If X is a local
minimizer of f over Q, then 0 € d f(X) 4+ Ng ().

Based on Definition 2.4 we can give the definition of directional metric subregularity/regularity.

Definition 2.12 (Directional Metric Subregularity/Regularity). [18, Definition 1] Let G : R" =
R™ be a multifunction given by G(x) :=T — ¢(x), where ¢ : R" — R™ and I C R™ is closed.
Further suppose that y € I' — ¢ (%), u € R" and v € R™.
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1. We say that the set-valued map G is metrically subregular at (X,¥) in direction u or the
system ¢ (x) € I is calm at (X,y) in direction u, if there are positive reals € > 0,8 > 0,
and ¥’ > 0 such that

d(x,¢” ([ ~7)) < K'd(9(x) +7,T),

where 91 (I'—5) := {x|y € T — ¢(x)} holds for all x € £+ V¢ 5(u). When u =0 in the
above definition, we say that the set-valued map G is metrically subregular at (X,y) or
the system ¢ (x) € I is calm at X.

2. We say that the set-valued map G is metrically regular at (%,y) in direction (u,v), if
there are positive reals € > 0,0 > 0, and k' > 0 such that

d(x,¢"" (T —y)) < K'd(¢(x) +,T),

holds for all (x,y) € (%,3) + V¢ 5(u,v) with d(x,¢~' (T —y)) < 8l|(x,y) — (%) if
||(u,v)|| # 0. When (u,v) = (0,0) in the above definition, we say that the set-valued
map G is metrically regular at (X,).

Consider the case where ¢ is Lipschitz around %. It is known that G(x) = I' — ¢(x) is metri-
cally regular at (%, 0) if and only if the Mordukhovich’s criterion/no nonzero abnormal multiplier
constraint qualification (NNAMCQ) holds (see e.g., [37]), i.e.

0€d(p,A)(X) A €N (9(X) = A=0,

which is equivalent to MFCQ for the case of smooth nonlinear programs. Recently the so-called
first-order sufficient condition for directional metric subregularity (FOSCMS) was introduced
in [22] when ¢ is smooth and extended to nonsmooth case in [7], which says that if for all
w € D¢ (X)(u) with w € Tr-(¢ (X)) one has implication

0€d(,A)(Fu) =0, A €Nr(¢(F);w)=>1=0,

then G(x) =I'— ¢ (x) is metrically subregular at (x,0) in direction u. Another useful criterion for
the metric subregularity which requires that ¢ is affine and I" is the union of finitely many convex
polyhedral sets, is based on Robinson’s multifunction theory [36]. There are also other weaker
criteria for metric subregularity such as the quasi-/pseudo-normality ([27]) and the directional
quasi-/pseudo-normality [4, 6]. These criteria are weaker but are sequential, not point-based.
The following first-order sufficient condition for metric regularity that we will need to use in
this paper is a slightly stronger condition than [7, Theorem 6.1(2.)]. For completeness we pro-
vide the proof. We denote by o f(; (u,&)), the directional limiting subdifferential of function
f at X in direction (u,§) € Toph f()E, f(x)) (see [7]), and use this notation only in Propositions
2.6, 2.7 and Remark 3.2.

Proposition 2.6 (First-order Sufficient Condition for Metric Regularity). Let ¢ : R" — R? with
" C R? closed. Suppose that ¢ (%) € T and ¢ is locally Lipschitz continuous around x. Then the
set-valued map G(x) :=T" — ¢(x) is metrically regular at (%,0) in direction (u,v) provided for
allw € D¢ (X)(u) withw+v € Tr(¢ (X)) one has the implication

0€d(A,0)(x;u)=0, AEN(P(Xx);w+v)=—A1=0. (8)
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Proof. By Benko et al. [7, Theorem 6.1(2.)], the metric regularity for the set-valued map
G(x) =TI — ¢(x) holds at (x,0) in direction (u,v) provided

0€D*¢(x; (u,w))(A), A € Nr(¢(X);w+V)

= A =0, forallw e D¢ (x)(u) withw+v € Tr(¢ (X)), )
where D*@ (%; (u,w)) is the limiting coderivative of ¢ at ¥ in direction (u,w) € T, pho (x,0(X))

g
defined in [7]. By [7, Proposition 5.1], since ¢ (x) is Lipschitz continuous near X, one has

D*9(%; (u,w))(A) = O(A, 9)(%: (u, AT w)).
Then condition (9) is equivalent to
0edA, o) (% (u,ATw)), A € Np(9(X);w+v)
= A =0, forallw € D (X)(u) withw+v € Tr(¢ (X)),
which is weaker than condition
0e U I, 0) (% (u, ATW)), A € Nr(9(X);w+v)
w'eD¢ (x)(u)
= A =0, forallw € D¢ (X)(u) withw+v € Tr(¢(X)).
By [7, Corollary 4.1], since ¢ (x) is Lipschitz continuous near ¥, one has
I g)@u)=J dA9®mwy) U 9R.0)@EwAW)),
veD(A,¢) (%) (u) w'eD (%) (u)

where the second equality can be easily obtained from the Lipschitzness of ¢ (x) and Definition
2.7. Consequently, condition (8) implies condition (9). The proof is complete. =

Like its nondirectional version, the directional metric subregularity can be used to derive
calculus rules of directional limiting subdifferentials. The following chain rule will be used in
this paper.

Proposition 2.7. [7, Theorem 4.1, Corollary 4.1, Proposition 5.1] Let ¢ : R" — R? be direc-
tionally Lipschitz continuous at X in direction u, and I' C R? be closed. Suppose ¢(x) € T,
D¢ (x)(u) NTr(¢ (X)) # 0 and the metric subregularity for the set-valued map G(x) :=T" — ¢(x)
holds at (%,0) € gphG in direction u. Then

9d(8ro@)(¥u) C U {9(8,0)(%u)[C € Nr(9(x);d)}- (10)
dEDY (%) ()T (6 (5))

Proof. Since

Dar(o(m)(a@) = { b O an
and by [7, Corollary 4.1],
9(8r 0 ¢)(%u) = d(8ro¢) (% (u,0)). (12)

Since ¢ (x) is Lipschitz continuous near %, by [7, Theorem 4.1] and (11), one has the directional
limiting subdifferential chain rule

9(8ro9)(% (u,0)) C U D*9 (% (u,d))98r(9(%); (d,0)). (13)

deD¢ (%) (u)NTr(¢ (%))
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By (11) and since d&r(¢(%); (d,0)) = d-(¢(%);d) = Nr(¢(%);d) by [7, Formula (2)], condi-
tion (13) is equivalent to

(8o ) (¥; (u,0)) < U D*¢(x; (u,d))Nr(¢(x):d).
deD¢ (¥)(u)NTr (9 (%))
Then similar to the proof of Proposition 2.6, by [7, Corollary 4.1] and (12), one can obtain (10).
The proof is complete. =

3. DIRECTIONAL SUBDIFFERENTIALS OF THE VALUE FUNCTION

In this section we give upper estimates for the directional limiting and the singular subdiffer-
entials of the value function. From these estimates we obtain sufficient conditions for directional
Lipschitz continuity of the value function.

The first desired property one wishes to have for the value function is the lower semiconti-
nuity. A very weak sufficient condition for the lower semicontinuity was introduced by Clarke
in [13, Hypothesis 6.5.1]. This condition was referred as the restricted inf-compactness condi-
tion in [28]. The following directional version of the restricted inf-compactness condition was
introduced in [1, Definition 4.1].

Definition 3.1 (Directional Restricted Inf-compactness). [I, Definition 4.1] We say that the
restricted inf-compactness holds at X in direction u if V(X) is finite and there exist a compact
set Q, C R", and positive numbers € > 0,0 > 0 such that for all x € X+ V¢ 5(u) with V(x) <
V(X) + €, one always has S(x) N, # 0.

Obviously, if the restricted inf-compactness holds at X in direction u=0, then the classical
restricted inf-compactness holds. The restricted inf-compactness at X in direction u is weaker
than the inf-compactness condition at X in direction u, by which we mean that there exist o, € >
0,8 > 0 and a bounded set Q, such that & > V(x) and

{yeR"P(x,y) €T, f(x,y) S, x €X+ Y 5(u)} C Q.

Clearly, if the feasible region is uniformly bounded around X in direction u, by which we mean
the set
U F(x) ={y e R"|P(x,y) e[,x € X+ V¢ 5(u)}
xXEF+7 5(u)

is bounded, then the inf-compactness condition at ¥ in direction u holds.

It is known that under the restricted inf-compactness condition, the value function is locally
lower semicontinuous (see Clarke [13, Page 246]). The following proposition gives a directional
version of this result.

Proposition 3.1. Suppose that the restricted inf-compactness holds at X in direction u. Then
V(x) is locally Ls.c. at X along direction u.

Proof. By Definition 2.11, we need to prove that there exist some positive scalars €, d such that
the set

epiV N+ ¥ s(u) x V(X) +B,
is closed.
Let €,6 > 0 be given as in Definition 3.1. Let (x*,r%) € epiV Nx+ ¥ 5(u) x V() + B,

and suppose that x* — ¥ and * — 7. By the closedness of the set X+ 7 5(u) x V(%) +B,,
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(%,7) € 4+ V¢ 5(u) x V(%) + B,. So we only need to show that V(%) < 7. Since V(x) < % by
definition, we have V(xk) <rk< V(%) + €. Then by Definition 3.1, for sufficiently large k, there
exists y € § (xk) N Q,. By the compactness of ,, without loss of generality, we may assume
that y* — ¥ for some ¥ € Q,,. Since P(x*,y*) € T, by the continuity of P(x,y) and the closedness
of set I', we have P(%,y) € I. It follows that

V(%) < f(535) = lim /(%) = lim V(") < Jim /* =7,

and hence the proof is complete. =

Combing the results in Propositions 2.4 and 3.1, we obtain the following sufficient condi-
tion for directional Lipschitz continuity of the value function by using the directional singular
subdifferential of the value function.

Proposition 3.2. Suppose the restricted inf-compactness condition holds at X in direction u and
V(x) is continuous at X in direction u if u # 0. Then V (x) is Lipschitz continuous around X in
direction u if and only if 0°V (X;u) = {0}.

In the following definition, we give a subset of the solution set based on a direction. This
set can be used to provide a tighter upper estimates for the directional subdifferentials than the
solution set as in Theorems 3.1 and 3.2.

Definition 3.2 (Directional Solution). [/, Definition 4.5] The optimal solution in direction u is
defined by

S(Eu) = {y € S(®)| 3 L 0,u* — u,y* — y,y* € S(x+1b)}.
Ify € S(x;u), we say that y is upper stable in direction u in the sense of Janin (see [29, Definition
3.4]).

The following directional version of inner semicontinuity can refine our results.

Definition 3.3 (Directional Inner Semicontinuity). [7] Given (X,y) € gphS, we say that the
optimal solution map S(x) is inner semicontinuous at (X,y) in direction u, if for any sequences
xk 2 %, there exists a sequence y* € S(% + txuX) converging to .

By definition, if 3y € S(X) such that S(x) is inner semicontinuous at (¥,y) in direction u, then
the restricted inf-compactness holds at ¥ in direction u. Note that if S(x) is inner semicontin-
uous at (%,y) in direction u=0, then S(x) is inner semicontinuous at (%,y) in the sense of [34,
Definition 1.63].

In the following concepts, the inner semicontinuity properties are strengthened by controlling
the rate of convergence y* — 3.

Definition 3.4 (Directional Inner Calmness/Calmness*). (Benko et al. [5]) The optimal solution
map S(x) is said to be

() inner calm* at % in direction u if there exists k¥ > 0 such that for every sequence x* =
X, there exist a subsequence K of the set of nonnegative integers N, together with a
sequence y* € S(xX*) for k € K and y € R™ such that

Iy =3 < flok —x]. (14)
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(i) inner calm at (x,y) € gphS in direction u if there exist k > 0 such that for every sequence
x* 55 X there exists a sequence Y~ satisfying y* € § (xk) and (14) for sufficiently large k,

or equivalently there exist kK > 0,€ > 0,6 > 0 such that
yeSkx) +xlx—x|B  Vxex+ ¥ s5(u).

Similar to [5], one can easily obtain the following implications in Figure 2. Note that we
can not derive the relationship between the inner calmness* and the restricted inf compactness
of optimal solution map S(x) at x in direction u since in the definition of the inner calmness*
condition, y does not necessarily belong to S(%).

Inner calmness* in direction u

Inner calmness in direction u Restricted inf-compactness in

direction u

Inner semicontinuityin
directionu

FIGURE 2. Implications

Sufficient conditions for the inner semicontinuity of optimal solution map S(x) of parametric
optimization problems can be found in [37, Theorem 5.9] and [16, Remark 3.2]. Now we list
some sufficient conditions for the (directional) inner calmness*/semicontinuity/calmness.

(a) If S(x) is a continuous single-valued map around ¥, then S(x) is inner semicontinuous
at (x,S(x)). For example, for parametric nonlinear programs, if the linear independence
constraint qualification, the sufficient second-order optimality condition and the strict
complementarity condition hold at (%,y, i) with y € S(X) and i being the associated
KKT multiplier, then S(x) is single-valued and continuous near %, see [15, Lemma 2.1].

(b) If S(x) is Lipschitz-like (or has the Aubin property) around (X, y) € gphS in direction u,
i.e., there exist ¥ > 0,& > 0,8 > 0 and V, a neighborhood of y such that

Sx)NV CS(X) + kllx—x'||B Vx,x' € x4 Y 5(u),

then S(x) is inner calm at (x,y) in direction u. In [30, 34], various sufficient conditions
for the Aubin property of solution maps are established.

(c) If the graph of S(x) is convex and X € int(domS), then S(x) is inner semicontinuous at X
[37, Theorem 5.9(b)].

(d) Recall that a set-valued map is called polyhedral if its graph is a union of finitely many
convex polyhedral sets. It was shown in [5, Theorem 3.4] that polyhedral maps enjoy
the inner calmness* property. It follows that the solution set of a linear program with
additive perturbation S(x) := argmyin{cTy|Ay < x} where ¢ € R™ A € R"™™ is inner

calm* at any x. Also S(x) is inner semicontinuous at any point in the graph by [3,
Theorem 4.3.5].
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In Proposition 3.1 we have shown that the directional restricted inf-compactness condition
implies the directional local lower semicontinuity of V (x). Although the directional inner calm-
ness* and the directional restricted inf-compactness condition are not comparable, following a
similar proof as Proposition 3.1, one can show that the directional inner calmness* implies the
directional local lower semicontinuity. Hence, by Proposition 2.4, we also have the following
sufficient condition for the Lipschitz continuity of the value function.

Proposition 3.3. Suppose that the inner calmness* holds at X in direction u and V (x) is contin-
uous at X in direction u if u # 0. Then V (x) is Lipschitz continuous around X in direction u if
and only if 3=V (x;u) = {0}.

In the next proposition, we show that under the directional inner semicontinuity/calmness
which are stronger than the directional restricted inf-compactness condition, V(x) is direction-
ally continuous.

Proposition 3.4. V(x) is continuous at X in direction u under one of the following assumptions.
(1) S(x) is inner semicontinuous at (%,y) € gphS in direction u.
(2) S(x) is inner calm at (%,y) € gphS in direction u.
Proof. (1) Consider any sequence x* > %. Since S(x) is inner semicontinuous at (%,y) €
gphS in direction u, there exists a sequence y* € S(x*) such that y* — . This implies that
lim V (xK) = limy, f(x*,y%) = f(%,7) = V(%). Finally, by the choice of the sequence {x*}, one
has lim 4XV(x) = V(x). Hence, V(x) is continuous at X in direction u. Since the directional
inner calmness implies the directional inner semicontinuity, (2) holds immediately from (1).
|

Denote the the linearization cone of gph.# at (x,y) € gph.Z as
L(x,y) := {(u,v)|DP(x,y)(u,v) N Tr(P(x,y)) # 0},
and its y-projection in direction u as
L(x,ysu) :={v | DP(x,y)(u,v) N Tr(P(x,y)) # 0}.
Note that when u = 0, L.(x, y;u) becomes the linearization cone at y for problem (P;)
L(x,y;0) = {v|DP(x,y)(0,v) N Tr(P(x,y)) # 0}.

The following proposition gives the relationship between the tangent cone of the feasible
region and its linearization cone.

Proposition 3.5. Let X be a feasible point of the system ¢(x) € T, where @ is Lipschitz around
X and 1 is closed. One has

Ty ) (%) € L(®) = {ulDO(F) () NTr(9(%)) # 0} (15)

Furthermore, if the metric subregularity of the set-valued map ¥ (x) :=T"— ¢(x) holds at (X,0),

and if either ¢ (x) is directionally differentiable at X in direction u or the set I is geometrically
derivable at ¢ (X), then the equality in (15) holds.
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Proof. Take any direction u € Tj-1 () (X). Then there exist sequences #; | 0,uf — u such that
%+t € ¢~ Y(T). Equivalently, ¢ (% +7u*) € T. Then by the Lipschitz continuity of ¢ (x),
passing to a subsequence if necessary, there exists a vector

J— lim ¢ (X + ) — ¢(x)
k—>o0 Iy

Obviously, d € D¢ (x)(u) N Tr(¢(x)). Hence, u € L.(X). The opposite inclusion follows by
combining [23, Proposition 4.1] and [4, Proposition 2.2]. =

The upper/lower Dini derivative of the value function V(x) is employed in the following re-
sults. The reader is referred to [1] and [28, 32, 33] for formulae/estimates of Dini/directional
derivative of the value functions of parametric nonlinear programs/mathematical programs with
equilibrium constraints/mathematical programs with variational equalities. For the value func-
tion of general parametric set-constrained programs, results on its Dini/directional derivative
will be present in the forthcoming paper [2].

For any X,y,u, we denote by

C(%,5;u) == {v € L%, 5:u) | £ ((£,): (w,v)) < VE(Eu), VV(F2u) < f1((75): (u,v)) }
the y-projection of the critical cone for the optimization problem
min  f(x,y) = V(x)
Xy
st. P,y el
at (x,y) = (x,y). Given u and @ = 1,0, we define

(€,0) € ad f((%,7); (u,v)) + 9
M7 E(ETu) =4 (CA)| Ae | Ne(PEY):d),
deDP(x,5)(u,v)

v
< &>
~—
—~
—~
Ral
=
N—
—~
“:
S—
SN—

and

(€,0) € ad f((%,5); (0,v)) + (P, A)((%,9); (0,v)),
My (%56 (%5:0)08) =3 (EA) [ A e |J  Ne(PE3):d), veF(EF0)NS
deDP(%.5)(0,)

Note that M (X,3; € (X,y;u)) and M§ (X, 5; € (X,7;0) NS) are the set of generalized Lagrange
multipliers associated with the problem

min f(x,y) s.t P(x,y)el, x—x=0,
Xy

at (x,¥) in directions %' (%,y;u) and % (%,7,0) NS, respectively.
We now present upper estimates for the limiting subdifferential of the value function.

Theorem 3.1. Let u € R".

(1) Suppose that the restricted inf-compactness holds at X in direction u with compact set
Q,, and the set-valued map W(x,y) :=I"— P(x,y) is metrically subregular at (%,,0) for
eachy € S(X;u) NQ,. Moreover if u # 0, assume that either I is geometrically derivable
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at P(X,y) for each § € S(X;u) NQy or P(x,y) is directionally differentiable at (X,¥) in
direction (u,v) for each y € S(X;u) NQ, and v € IL(X,¥;u). Then
vV(Eu) < |J  {C[(CA) € My(%,y: % (%, y;u)) UMy (%,;6 (£,5:0)NS) } . (16)
yeS(Xu)NQ,

(1) If in (i) the restricted inf-compactness at X in direction u is replaced by the inner calm-
ness* at  in direction u, then M} (%,y; € (%,y;0) N'S) can be removed in (16) and hence
(16) becomes

avEn) < | {S](GA) €M (Ey: b (Eyn)} .

YES(F;u)

(iii) Suppose that there exists y € S(X) such that S(x) is inner semicontinuous at (X,y) in
direction u and the set-valued map W(x,y) := ' — P(x,y) is metrically subregular at
(%,5,0). Moreover if u # 0, assume that either I is geometrically derivable at P(X,¥) or
P(x,y) is directionally differentiable at (X,y) in direction (u,v) for each v € L(X,y;u).
Then the value function is continuous at X in direction u and

oV (&u) C{C|(L,A) € My(%,5, (%, 5,u)) UM (%,7; € (%,7,0) NS) } . (17)

(iv) Ifin (iii), the inner semicontinuity of S(x) at (X,¥) in direction u is replaced by the inner
calmness at (%,¥) in direction u, then M} (%, ;€ (%,7;0) NS) can be removed in (17) and
hence (17) becomes

OV (Eu) C{L|(£.2) € M (2. 7:% (%, 7:0))

Proof. (i) Let £ € 9V (&;u). Then by Definition 2.10, there exist sequences ; | 0, u* — u, {¥ —
¢ such that V(% + ;") — V(%) and ¢F € v (X + k). Tt follows that V(X +fuf) < V(%) + ¢
for all k large enough and hence by the directional restricted inf-compactness, there exists y* €
S(x + t,u*) N Q,,. Passing to a subsequence if necessary, we may assume that y* — 7. Hence
yeSEu)NQ,.

For each k, since £* € v (X +tru"), there exists a neighborhood % * of  + t;u* satisfying

V(x) = V(F+ k) — (5 x — T+ 1)) + %Hx— (F+ )| > 0 Vx € %L

It follows from the fact V (x) = inf { f(x,y) + 8p(P(x,y))} and y* € S(X+ 1,u*), that
y

Fxy) = (CF x— (@4 nad)) + %Hx— (B+ 1) ||+ 80 (P(x,)) > f(F+tad,),
for any (x,y) € % x R™. Hence, the function
(%) = flay) = (&5 x — (@ +na)) + %Hx— (B+ 1) || + 8r(P(x,y))

attains its local minimum at (x,y) = (4 fzu*,y*). Then by the well-known Fermat’s rule (see
e.g., [35, Proposition 1.30(1)]) and the calculus rule in Proposition 2.5,

0 € df (&4, y*) — (£5,0) + %%’ x {0} 4 9(8p o P)(x + 1k, yb). (18)
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Now we c]g)ng,ider two cases.
Case I: {yt—k_y} is bounded. Passing to a subsequence if necessary, we can find v € R™ such that
vhi= y"t_;y — v as k — oo, Since y* € S(x+1uk) and 7 € S(X), it follows that
= k Kk - - k =
t — Vv t -V
fi((i,y),(u,\/)) S llm f('x+ ku ay ) f(xvy) — llm (X+ ku ) ()C)
k—yo0 Iy k—o0 Iy

<VL(%u).
Since P(x,y) is Lipschitz continuous around (%, 7), P(% + t;u*,y*) € T and v* — v, passing to a
subsequence if necessary, we have

P(%+tu* 5+ 605 — P(%.§
Pt 5 d)  P(E)
k—so0 Iy

€ DP(x,y)(u,v) N T (P(X,5)).

Therefore

SL(E3): (u,v) SVi(Bu),  (u,v) € L(E,5). (19)
But since

f(,y)=V(x) >0  V(x,y) € gph#

and y € S(x), (x,¥) is an optimal solution to the above problem. Hence by the first-order
necessary optimality condition ([37, Theorem 8.15]), the lower Dini derivative of function
f(x,y) —V(x) at (x,¥) along any feasible direction (u,v) is nonnegative, i.e.,

(f =V)_((&5); (,v)) 20 V(u,v) € Typn7 (%,5)-

Hence, we have

L@ ) )+ (V) (Bu) = (f = V) (75 (,v)) 20 Y(u,v) € Typnz (%, 5).
Since the metric subregularity of W(x,y) := I — P(x,y) holds at (x,7,0), by Proposition 3.5,
under the assumptions of the theorem we have Ty 7 (X, 5) = L(X, 7). Therefore

LAE): ) 2 V&), Vv eL(%Fu). (20)

Combining (19) with (20), we have v € €(%,¥;u). Taking limits as k — oo in (18), by Proposi-
tion 2.2 since y* = § + £;vF and v — v we have

0 € df((%,5): (u,v)) = (£,0) + d(8r o P)((%,5): (u,v)). 2D

Since the metric subregularity of ¥(x,y) holds at (%, 7,0) in direction (u,v), by the directional
chain rule in Proposition 2.7 we have

9(dr o P)((%,5); (u,v)) U {9(PA)((%,5); (u,v))|A € Nr(P(%,5);d) }-

deDP(x,3) (u,v)NTr(P(%.5))
(22)

Combing (21) and (22), we obain
(€,0) € If((%,5); (u,v)) + I (P, A)((%,9); (u,v)),

H(
where A € Np(P(X,y);d) for some d € DP(X,¥)(u,v) N Tr(P(%,¥)). This means that ({,A) €
M, (%,5:€ (%, 3:u)).

k_ 5 k_ g
Case I: {*-"} is unbounded. Without loss of generality, assume limy_ w = oo, Define

ko
T := ||y* — §||. Then % 1 0. Since the sequence {yr—;y} is bounded, passing to a subsequence
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. . k7~ ~
if necessary, we may assume that there exist v € S such that v* := % — v. Define ii* := ;—’;uk .

Then %+ fruf = x4 1 and ii* — 0. Since y* € S(¥+ 1) and § € S(%), it follows that

£ ((%5):(0,v)) < lim fE+md 5+5h) - fEF) _ . VE+wE) V()
ke Tk k—so0 Tk

<V.(%0).

Since P(x,y) is Lipschitz continuous around (%,7), P(X + i*,y*) € T, ii* — 0 and v* — v,
passing to a subsequence if necessary, we have
P(x+ k5 + 5*) — P(%,5)

lim :=d € DP(%,5)(0,v) NTr(P(%,5)).
k—so0 Tk

Hence v € IL(x,7;0). Therefore
fL((%5):(0,v) SVE(E0),  (0,v) € L(X,¥).

Since
fx,y)=V(x) =0  V(x,y) € gph”

and y € S(X), (%,¥) is an optimal solution to the above problem. Hence by the first order neces-
sary optimality condition, we have

FHE3):(0,9) +(=V)((%0) > (f =V)_((£5):(0,v) 20 V(0,v) € Typn7 (. 5).

Since the metric subregularity of W(x,y) := I' — P(x,y) holds at (,7,0), by Proposition 3.5,
under the assumptions of the theorem we have Ty, 7 (¥, 7) = LL(%, 7). Therefore

Fl(®5):(0,v) 2V(%0), W e L(X,5:0).
In summary, we have
SL((%:9):(0,v) S VL(%0), VL(%0) < fL((£5):(0,v)) Y €L(X,50).

Hence v € %(,7,0). Taking limits as k — oo in (18), since & + fru* = ¥+ 1" and ii* — 0,
following a similar process as in Case I we have

0 € df((%9):(0,v)) = (£,0) +9(dr o P)((%,7): (0,v)).
Hence there exists A € Np(P(%,¥);d) with d € DP(x,¥)(0,v) N Tr(P(X,¥)) and

(€,0) € f((%,5);(0,v)) + (P, A)((%,5); (0,v)).

This means that (§,1) € M/ (%,7; € (%,5;0) NS).

The proof of (i) is complete by combing cases I and II.

(ii) When S(x) is inner calm* at ¥ in direction u, passing to a subsequence if necessary, one
can choose in the above proof y* € S(x+#u*) such that {(y* — )/t } is bounded. Consequently,
Case 11 is impossible, and M} (¥,y; € (%,y;0) NS) is not needed.

(iii) When S(x) is inner semicontinuous at some point y € S(¥) in direction u, the restricted
inf-compactness holds at ¥ in direction u# and y € S(¥;u). One can prove the result by taking
y =y in the proof of (i). And by Proposition 3.4, V(x) is continuous at ¥ in direction u.

(iv) When S(x) is inner calm at (,y) in direction u, passing to a subsequence if necessary,
one can choose in the above proof y* € S(& + #;u*) satisfying that y* — 5 and {(y* —7)/t;} is
bounded. Consequently, Case II is impossible, and M} (%,7; € (%,y;0) NS) is not needed. ~ m

=

~—
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Remark 3.1. When u =0,
MG (x,y;6 (x,:0) NS) C MG (x,3; (x,y;0)) = M7 (x,y; € (x, y; 1))
Since 0 € €(x,y;0) and 0 € DP(x,y)(0,0) always, we have
U Ne(PGny)id) = Ne(P(x.y),

deDP(x,y)(0,v),
ve? (x,y;0)

and therefore we have
My} (x,y; (x,5:0)) UM (x,y: € (x,5:0) NS) = Mg (x,5: € (x,;0)) = M%(x,y)
={(5,A)I(€,0) € d f(x,y) + (P, A)(x,y),A € Nr(P(x,y))}.

Hence even when u = 0, Theorem 3.1(i) improves [32, 33, Theorem 3.6] in that the metric
subregularity is assumed which are weaker than NNAMCQ as required in [32, 33, Theorem
3.6].

Under the assumptions in Theorem 3.1, the value function may not be Lipschitz continu-
ous, even with respect to a directional neighborhood. This means that 9V (x;u) may contain
nonzero elements and so it is also meaningful to give an estimate for 0V (x;u). Based on the
analysis in Remark 3.1, even when u = 0, Theorem 3.2(i) improves [32, 33, Theorem 3.6] in
that the metric subregularity is assumed which is weaker than NNAMCQ as required in [32, 33,
Theorem 3.6].

Theorem 3.2. Let u € R".

(1) Suppose that the restricted inf-compactness holds at X in direction u with compact set
Q. Furthermore suppose that the set-valued map ¥(x,y) :=T" — P(x,y) is metrically
subregular at (%,y) for each y € S(X;u) NQ,. Moreover if u # 0, suppose either T is
geometrically derivable at P(X,¥) for each y € S(X;u) Ny, or P(x,y) is directionally
differentiable at (X,¥) in direction (u,v) for each y € S(X;u) NQ, and v € L(X,¥;u).
Then

A"V (xu) C U {C:(¢,A) € MO(%,y; € (%,y;u)) UMQ (%, y; € (%,y;0) NsS)}. (23)

YES(Xu)NQ,

(1) If in (i) the restricted inf-compactness at X in direction u is replaced by the inner calm-
ness* at X in direction u, then M{)(%,y; € (%,y;0) N'S) can be removed in (23) and hence
(23) becomes

I*V(mu) C | {C[(C.A) € M)(%,y;E (X, y;u)) } -

)ES(x u)

(iii) Suppose that there exists y € S(X) such that S(x) is inner semicontinuous at (X,y) in
direction u and the set-valued map W(x,y) := T — P(x,y) is metrically subregular at
(%,5,0). Moreover if u # 0, assume that either I is geometrically derivable at P(X,¥) or
P(x,y) is directionally differentiable at (%,¥) in direction (u,v) for each v € L(X,y;u).
Then

97V (Zu) C{C: (§,A) € M)(,5: (%, 7,u)) UMQ (%, 7, € (%,5;0) NS) } (24)
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(iv) If in (iii), the inner semicontinuity of S(x) at (X,¥) in direction u is replaced by the inner
calmness at (%,¥) in direction u, then M{)(%,3;% (%,7;0) NS) can be removed in (24) and
hence (24) becomes

7V (%5u) C{L (8. A) € M= 5: % (% 5:u)) }
Proof. (i) Let { € 9=V (x; u) Then by Definition 2.10, there exist sequences I | 0, #; | 0, uf —
u, & — ¢ such that V(X + k) — V(%) and £ € 9V (x4 fuk) with [, K — €.
Following a similar process as in the proof of Theorem 3.1, we can obtain y* € S(% + ,uf) N

Q, and j € S(%;u) N, such that y* — §. Moreover (18) holds. Multiplying both sides of (18)
by I, we have

0 € LA f(X+ i, y*) — 1, (EF,0) + %% x {0} 4 (8 o P) (% + b, yb). (25)

Now we clf)n§ider two cases.
Case I: {%} is bounded. Passing to a subsequence if necessary, there exists v € R™ such that

ykt—k_y — v. Similarly as in the proof of Theorem 3.1(i), we have

FL((E9); (u,v)) S Vi (Fu), VL(Fu) < fL((%5); (u,v)) and DP(X,5)(u,v) N Tc(P(%, 7)) # 0.
Taking limits as k — oo in (25), by Proposition 2.2 we have

—(£,0) +9(8r o P)((%,5); (u,v))-

By assumption, the metric subregularity of ¥(x,y) :=I'— P(x,y) holds at (¥,¥,0) in direction
(u,v). Hence by Proposition 2.7 we have

280 P)((5,9); (u,v)) C U [O(PA)(%,5): (w,v)) A € Np(P(%,7):)}

deDP(x,5)(u,v)NTr(P(%.5))
Hence
(€,0) € I(4,P)((%,5); (u,v)), A € Nr(P(%,5);d), d € DP(X,3)(u,v) N Tr(P(X, §))-

This means that ({,A) € MO(%,7;F (%, ¥ u)).

Case II: {ykt_k—)?} is unbounded. Without loss of generality, assume limy_, . *——— I =l _ = oo, Define

Tk
k ~
= ||ly* — §||. Then % 10. Since the sequence {*-=*} is bounded, without loss of generality,

k

assume there exist v € S and a sequence v — v such that y* = j+ X, Define it := fr—’;uk . Then

%+ tru* = F+ i and @ — 0. Similarly as in the proof of Case II of Theorem 3.1(i), we have
FL((F9):(0,v)) S Vi (%0),V(:0) < £1((£,5): (0,v)) and DP(%,5)(0,v) N Tr(P(%,5)) # 0.
Taking limits as k — oo in (25), following a similar process as in Case I we have
—(€,0)+9(8ro P)(%,7,0,v).
Hence there exists A € Np(P(%,¥);d) with d € DP(x,5)(0,v) N Tr(P(%,¥)) and

(*
(€,0) € I, P)((%,5); (0,v)), A € Nr(P(%,7); DP(%,5)(0,v)).
Hence (§,1) € MJ(%,5, € (%,7,0)NS).
(i) When S(x) is inner calm* at ¥ in direction u, passing to a subsequence if necessary,
one can choose in the above proof y* € S(& + 1u¥) satisfying that {(y* —¥)/#} is bounded.
Consequently, Case II is impossible, and M (%,y; € (%,y;0) NS) is not needed.
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(iii) When S(x) is inner semicontinuous at some point y € S(¥) in direction u, the restricted
inf-compactness holds at ¥ in direction u and y € S(X;u). In the proof of (i), taking y = y, one
obtains the desired result.

(iv) When S(x) is inner calm at (%,y) in direction u, the restricted inf-compactness holds
at x in direction u. Passing to a subsequence if necessary, one can choose in the above proof
yk € S(X+1uk) satisfying that y* — 5 and {(y* —7)/t;} is bounded. Consequently, Case II is
impossible, and M) (%,y; €' (%,7;,0) NS) is not needed. ~ m

From items (ii), (iv) in Theorems 3.1 and 3.2, when the optimal solution map S(x) satis-
fies the directional inner calmness*/calmness, the set Mg (%,y; € (X,y;0) NS)(a = 0,1) can be
removed from the estimates. Usually when S(x) does not satisfy the directional inner calm-
ness/calmness* conditions, Mg (%,y; € (X,y;0) NS)(a = 0,1) is needed to estimate the subdif-
ferential of the value function. In the following example, the value function V (x) is not lipschitz,
M) (%,y; € (%,y;0) NS) has a nonzero element and MY (%, 7,6 (%,7;u)) = 0 for u # 0. Hence
M(%,y; € (%,y;0) NS) is needed to show that the value function is not lipschitz continuous at &
in direction u.

Example 3.1.
min y s.t. (x,y) € T:={(x,y)|x—y* <0}.
y

In this example, f(x,y) := y,P(x,y) := (x,y). One can easily find that V(x) = /x and
S(x) = /x. Consider the point (¥,¥) = (0,0) and direction u = 1. Then S(x) as a single-
valued continuous function is inner semicontinuous at (¥,y) in direction u. Obviously, V (x) is
not Lipschitz continuous at X in direction u, and the inner calmness at (¥, y)/the inner calmness*
at X in direction u does not hold for S(x). dV (x;u) = 0 and 9=V (¥;u) = R.. By calculation,

r(0,0) = {0} xR,
Nr(0,0;(0,v)) = Ry x{0}, forveR,

L(0,0;0) = {v|(u,v) € Tr(0,0)} =R,
L(0,0;u) = 0 foru#0,
%(0,0,0) = {v|—oo<v<oo} =R,
%(0,0;u) = O foru=#0,
_ (€,0) = (0,av) +4,
M;(0,0;(0,0;0)nS) = {(M)' % € N (0,05 (0,)),v € €(0,0:0) NS }

o . . _ (C,O)Z(O,OCV)—F}L,
mio.0s50.0m) = {ea)] FOSIGAER o | toruzo
Hence, for u # 0, M} (%,5,€ (%, 7;u)) = M2(%,5,6 (%,7;u)) = M (%,7; € (%,5;0) NS) = 0 and
M) (x,5;% (%,7;0)NS) = R... Then the conclusions in Theorems 3.1 and 3.2 hold since one has
AV (x;u) =0 and 9V (x;u) CR,.

Remark 3.2. Note that Long et al. [31, Theorem 5.11] obtained some upper estimates for the
directional limiting and singular subdifferential of a constrained optimization problem under a
stronger version of the directional inner semicontinuity ([31, Definition 4.4(i)] of S(x). Since
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our assumptions are weaker than that in [31, Theorems 5.10 and 5.11], our results can not be
obtained by using [31, Theorem 5.11].

Recall that F (x) := {y|P(x,y) € T'}. Then it is obvious that the value function can be rewrit-
ten as

V(x)= irylf V(x,y), where ¥(x,y) := f(x,y) + Ogphz (%, ).

Long et al. [31, Theorem 5.10] obtained some upper estimates for the directional limiting and
singular subdifferential of the value function V (x) in terms of the corresponding directional lim-
iting and singular subdifferential for ¥ (x,y) under a stronger version of the directional inner
semicontinuity. Benko et al. [7] obtained upper estimates for the directional limiting subdif-
ferential IV (x;(u,&)) for V(x) in directions u and & from % and V (%), respectively. Using the
relationship between the subdifferentials, dV (x; (u,&)) and AV (x;u) obtained in [7, Corollary
4.1], one can derive some upper estimate for dV (x;u). However Theorem 3.1 can not be de-
rived in this way from [7]. First, observing that in the proof of Theorem 3.1, to state the upper
estimates in terms of problem data P(x,y) and T, calculus rules like Proposition 3.5 are needed.
Secondly, compared with [7, Theorem 4.2], Theorem 3.1 assumes the directional restricted inf-
compactness which is weaker than its non-directional counterpart, and replaces the solution set
S(X) by its subset S(x;u) which makes the upper estimates sharper.

Combining Propositions 3.2 and 3.3 and Theorems 3.1 and 3.2, we obtain the following
sufficient conditions for the directional Lipschitz continuity of value function V (x).

Theorem 3.3. Let u € R".

(1) Suppose that the restricted inf-compactness holds at x in direction u with compact set
Q. Furthermore suppose V(x) is continuous at X in direction u if u # 0 and the set-
valued map P (x,y) := T — P(x,y) is metrically subregular at (X,¥) for each y € S(%;u) N
Q. Moreover if u # 0, suppose either I is geometrically derivable at P(X,¥) for each
¥ € S(xX;u) Ny, or P(x,y) is directionally differentiable in direction (u,v) for each y €
S(xu)NQy, and v € L(X,;u). If

U {CIE4) € M(z,:€ (%,y:u) UMg (£,: € (%,y:0)NS) } = {0},
YES(Fu)NQ,
then V (x) is Lipschitz around X in direction u, and
0#V(Eu) S |J  {C[(C,A) € My(%,y:E (%, y;u)) UM, (%, ;€ (%,7;:0) NS) |
YES(Xu)NQ,

(1) If in (i) the restricted inf-compactness at X in direction u is replaced by the inner calm-
ness* at ¥ in direction u, then M§ (X,y; ¢ (X,y;0)NS)(a = 0,1) can be removed in con-
ditions of (1) and one has, if

U {Cl(C.2) e MJ(%,y;% (% y;u)) } = {0},
YES(X;u)
then V (x) is Lipschitz around X in direction u, and

0 # dV(x,u) C U {C](¢,A) EM(xy,‘g()E,y;u))}.

YES(X;u)
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(iii) Suppose that there exists y € S(X) such that S(x) is inner semicontinuous at (xX,y) in
direction u and the set-valued map ¥(x,y) :=I" — P(x,y) is metrically subregular at
(%,¥,0). Moreover if u # 0, suppose either I is geometrically derivable at P(X,y) or
P(x,y) is directionally differentiable at (X,y) in direction (u,v) for each v € L(%,y;u). If

{C1(C,2) € M)(%,5:€ (%, ;1)) UMQ (%,5: € (%,5:0) NS) } = {0},
then V (x) is Lipschitz around X in direction u, and
0+ 9V (Fu) C{C|(C,A) € MY(Z,5: 6 (%,5;:u)) UMY (%7, € (%,7,0)NS) }.

(iv) Ifin (iii), the inner semicontinuity of S(x) at (X,¥) in direction u is replaced by the inner
calmness at (X,y) in direction u, then M§ (X,5; % (%,5;0) NS)(a = 0,1) can be removed
in conditions of (iii) and one has, if

{C](5,2) € M)(%,5:€ (%, 37:u)) } = {0},

then V (x) is Lipschitz around X in direction u, and
0 £V (5u) C{C|(L,2) € MLEFHE(E5u) )

Proof. (i) Since the restricted inf-compactness holds at x in direction u# and the value function
is continuous at ¥ in direction u, by Proposition 3.2, V(x) is Lipschitz around % in direction u if
and only if 0V (x;u) = {0}. By the upper estimate for 9V (X;u) in Theorem 3.2(i), we have
0=V (x;u) = {0}. Hence V (x) is Lipschitz at X in direction u.

(ii) When S(x) is inner calm* at ¥ in direction u and the value function is continuous at ¥
in direction u if u # 0, by Proposition 3.3, V(x) is Lipschitz around ¥ in direction u if and
only if 9=V (x;u) = {0}. By the upper estimate for 0V (¥;u) in Theorem 3.2(ii), we have
0V (x;u) = {0}. Hence V (x) is Lipschitz at X in direction u.

(iii) Since S(x) is inner semicontinuous (¥,y) in direction u, the restricted inf-compactness
holds at X in direction u and the value function is continuous at ¥ in direction u. Hence by
Proposition 3.2, V(x) is Lipschitz around ¥ in direction « if and only if 0V (x;u) = {0}. By
the upper estimate for 0V (¥;u) in Theorem 3.2(ii), we have 0V (x;u) = {0}. Hence V (x) is
Lipschitz around X in direction u.

(iv) Since S(x) is inner calm (%,) in direction u, the restricted inf-compactness holds at ¥ in
direction u# and the value function is continuous at X in direction u. Hence by Proposition 3.2,
V(x) is Lipschitz around ¥ in direction u if and only if 0V (x;u) = {0}. By the upper estimate
for 0V (x;u) in Theorem 3.2(iv), we have 0V (%;u) = {0}. Hence V (x) is Lipschitz around x
in direction u. [

4. APPLICATION TO SPECIAL CASES

In this section we apply our results to various important special cases. For these special cases,
some of the assumptions are automatically satisfied and the expressions are simpler.

4.1. Smooth case. In this section, we consider the case where all functions f, P are smooth. In
this case,

Lix,ysu) = {v|VP(x,y)(u,v) € Tr(P(x,y)) },
C(x,yu) = {veL(xyu)V. (xu) <VFxy) (u,v) <Vi(xu)}.
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For a = 0, 1, we define the set of generalized Lagrange multipliers associated with y € S(x) as

AY(x,y; € (x,y;u)) ==

A|0=aVyf(xy)+VyPx,y)' A, A€ | No(P(xy);VPx,y)(u,v)) ¢,
vEE (x,y;u)

and

A§ (x,y;€ (x,y;0)NS) :=

A|0=aVyf(x,y)+VyPx,y)A Ae | Ne(P(xy):VP(x,y)(0,v) ¢,
ve? (x,y;0)NS

in directions € (x,y;u) and € (x,y;0) NS respectively. Then we have

My (x,y;€ (x,y;u)) :=
{(C;)]€ = aVaf(x,y) + ViP(x,) A, & € Al (x,y: (x,y:u)) }
Mg (x,y; (x,y;0)NS) :=
{(C,l) |<: = aV,f(x,y) +VXP(x,y)T7L, A € Af(x,y; € (x,y;0)NS) } .

Hence Theorem 3.3 has the following consequence.

Proposition 4.1. Assume that all functions f,P are smooth. Let u € R".

(1) Suppose that the restricted inf-compactness holds at x in direction u with compact set
Q. Furthermore suppose that the value function V (x) is continuous at X in direction u
ifu# 0 and the set-valued map ¥ (x,y) :=T — P(x,y) is metrically subregular at (%,¥,0)
forally € S(x;u)NQ,. If

U {VPEY)TA[A € AY(% 36 (X y:u)) UAQ(E, ;€ (%,1:0) NS) } = {0},
yeS(Eu)NQy
then V (x) is Lipschitz around X in direction u, and
0 # IV (x;u)
C U {fo(i,y)—l—VxP()E,y)T?L M e AL(%,y; € (%, y;u)) UAY(E,y; € (%,y;0)NS) }.

YES(Fu)NQ,

(i1) Suppose that the inner calmness* holds at X in direction u. Furthermore suppose that
the value function V (x) is continuous at X in direction u if u # 0 and the set-valued map
Y(x,y) : =T — P(x,y) is metrically subregular at (X,y,0) for all § € S(X;u). If

U {VePEY) 2|2 € A)(%,y: € (%,y:u)) } = {0},
YES(X;u)

then V (x) is Lipschitz around X in direction u, and

0 # dV(x;u) C U {foxy)—l—VnyT/IMEAIxy,‘f(f,y;u))}.
YES(X;u)
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(iii) Suppose that there exists y € S(X) such that S(x) is inner semicontinuous at (xX,y) in
direction u and the set-valued map ¥(x,y) :=I" — P(x,y) is metrically subregular at

(%,5,0). If

{ViP(£,5)" A|A € Ay(%. 5. (,5:u)) UAG(%,5: € (£,5:0) NS) } = {0},
then V (x) is Lipschitz around X in direction u, and
0 # 3V (xu) C

{Vf(%,5)+ ViP(EF)TAA € AY(E,F:C (%, 7;u)) UAY (X5 € (£,57,0)NS) } .

(iv) Suppose that there exists y € S(X) such that S(x) is inner calm at (X,y) in direction u
and the set-valued map ¥ (x,y) := T — P(x,y) is metrically subregular at (%,7,0). If

{ViP(%,5) A4 € AY(E, 556 (%, 73u)) } = {03,
then V (x) is Lipschitz around X in direction u, and
0 # OV (%;u) C{V.f(%,7)+ VP 7)) AA € AL (%576 (%, 5:u))}.

For simplicity of notation we omit the equality constraints in the parametric optimization
problem and consider the case where I' = R”. Denote by g(x,y) := P(x,y) and I (x,y) := {i =
1,...,plgi(x,y) = 0}. Since R” is convex, by virtue of (2), we have

Ngr (8(x,); Ve (x,y)(,v)) = Ngr ((x,)) N {Ve(x,y) (u,v)} .
The critical cone is
C(x,y;u) = {v e L(x,y;u) |V (x;u) < VF(x,y)(u,v) < Vi(x;u)} ,

where L(x,y;u) = {v|Vgi(x,y)(u,v) <0 (i € Ly(x,y))}.
We define the set of the classical Lagrange multipliers and the singular Lagrange multipliers
as

(xy) = {A|Vyf(x,y)+Vyg(x,y)"A=0,0<2 Lg(x,y) <0},
2y) = {A|Vyg(x,») A =0,0<21 Lg(x,y) <0},

respectively. Now we can state the following results based on Proposition 4.1. Unlike Bai
and Ye [1, Theorem 4.2] in which the RCR-regularity the Robinson stability are needed, the
following results do not require the RCR-regularity and the Robinson stability.

Proposition 4.2. Let u € R". Consider the value function V(x) = inf,{f(x,y)|g(x,y) < 0}
where f and g are smooth.

(1) Suppose that the restricted inf-compactness holds at X in direction u with compact set
Q. Furthermore suppose that V (x) is continuous at X in direction u if u # 0 (e.g. when
MFCQ holds at certain y € S(X), or the constraint mapping g(x,y) is affine and the
feasible region % (x) is nonempty near X; see e.g.,[1, Proposition 4.1]) and that the
system g(x,y) <0 is calm at (X,y) for all y € S(X;u) (e.g. when MFCQ holds at (X,y),
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or the constraint mapping g(x,y) is affine). If

Ao € X0(%,y) N {Vg(%,y)(u,v)}+,
U ({remora] 25400 |

yES(%;u)
= \T )'g S ZO(Xay) N {Vyg()E?y)v)}Lv —
U{ng(xay) A'g vECK()E,y;O)ﬂS _{0}7
then V (x) is Lipschitz around X in direction u, and
0 £V (%u) C
_ Ag € X(%,y) N{Vg(x,y)(u,v))}+,
yES(Fu)NQ, y ’

i Ag € £(%,y) N{V,yg(X,y)v)}+,
U{fo<x7y)+vxg( ) )L VECK(X y, )mSy })

(ii) Suppose that S(x) is inner calm* at X in direction u. Furthermore suppose that V (x) is
continuous at X in direction u if u # 0 and the system g(x,y) < 0 is calm at (%,y,0) for

ally € S(x;u). If

U ({ng( ) A

yeS(%u)

Ag € Z0(%,y) N {Vg(®,y)(u,v)}*, 1 _
ve(ﬁ(xy, u) })_{0}’

then V (x) is Lipschitz around X in direction u, and

0 £V (%u) C
- =T | A € Z(EY) N {Ve(E,y)(u.v)},
yeg?;u) ({fo( V) FVag(£) lg v EC(X,y;u) }>

(iii) Suppose that there exists y € S(X) such that S(x) is inner semicontinuous at (X,y) in
direction u and the system g(x, y) < 0is calm at ()Z y). If

- Ag € Zo(f 7) N {Vyg(&7)v) 1
T g ) y ) 9 _
U {vxg<x,y> Xo| V% a0y S = {0},
then V (x) is Lipschitz around X in direction u, and

0 # AV (%u) C ({ Vo (%,5) + Vag(5,5) A f;;(gfyy:)?{Vg(fyy')(uN)}L, }

Ao € X(%,5) N{Vyg(®3)v},
U{ Vo (%,7) + Vig(5,5)" A ve‘g(xy, )ﬂSy })

(iv) Suppose that there exists y € S(X) such that S(x) is inner calm at (X,y) in direction u
and the system g(x,y) < 0 is calm at (%,y). If

A € Z0(%,7) N{Vg(%,3)(u,v)}+, | _
{ng( )" A vge%()f,y‘;u) }_{0}7
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then V (x) is Lipschitz around X in direction u, and

0 £V (%) C {xf(x 7)+ Vg (5,5) Ay fgj;(;’f’y_f{;{Vg(f’y“(“)}l’ }

4.2. Additive perturbations. In this section we consider the case where the parametric opti-
mization problem is obtained from additively perturbing an optimization problem, i.e., f(x,y) :=
f(y), P(x,y) :=x+ P(y) where f, P are locally Lipschitz continuous. Consider the point X := 0
and a directional perturbation in direction u, i.e., x — 0 and we will give upper estimates for the
directional subdifferentials of the value function V(x) at x = 0.

In this case, we define

L(y;u):=L(%,y;u) = {v|(u+DP(y)(v)) NTr(P(y)) # 0},
€ (y;u) :=C(x,y;u) = {veLu)|f (yv) <VL(0u),V (0;u) < fi(y;v)}.

Lety € S(0) and v € R™. For oo = 0, 1, we define the set of generalized Lagrange multipliers
at y in directions € (y;u) and € (y;0) NS as

AJ(y: € (y;u))

= qA0€adf(yv)+aPA)(yv), Ae ) No(PO):d), ve€(yiu) ¢,
deu+DP(y)(v)

AG (y:€ (y:0)NS)

= qA0€adf(yv)+aPA)(yv), Ae | No(PO):d), ve?(»0)nS p,
deDP(y)(v)

respectively. Then we have

M (y: € (ysu) = MI(EY:C(yviu) ={(C,A) [ =1, € AF(y:C (y;u)) },
M (y:€(y:0)NS) = M (xy:€(y:0)NS) ={(,1)|{ =A,4 € A§(y;€(y:0)NS) }.

<

First we show that the value function is directionally continuous at X = O provided that there
is a solution y € S(0) such that there is no nonzero abnormal directional multipliers at y. This
extends the classical result of Gauvin and Dubeau [17, Theorem 3.3] on the continuity of the
value function to the directional continuity of the value function.

Proposition 4.3. Consider the additive perturbed problem. Suppose that the restricted inf-
compactness condition holds at ¥ = 0 in direction u. If there exists y € S(0) satisfying

AQ(3:€ (7)) UAG(7: € (7:0) NS) = {0}, (26)
then V (x) is continuous around X = 0 in direction u.
Proof. According to Proposition 3.1, V(x) is lower semicontinuous at X in direction u under

the directional restricted inf-compactness condition. Then it suffices to prove that V(x) is upper
semicontinuous at X in direction u, 1.€.,

limsupV (x) < V(X).
X%
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Since (26) holds, there exists some direction v such that
0€d(P,A)(F;v), A € Np(P(y);u+w) withw € DP(¥)(v),u+w € Tr(P(7)) = A =0

holds. Then by Proposition 2.6, the metric regularity for the set-valued map W(y) :=I"'— P(y)
holds at (y,0) in direction (v,u) and so there exist positive scalars 3, €, k such that for any

(»x) € (7,0) + P 5 (v,u)
dist(y,-Z (x)) < kdist(x+ P(y),T).
Together with the lipschitzness of P(y), this implies there exists L > 0 such that

dist(3, % (x)) < Kdist(x+ P(7),T) < kllx+P(5) — P(F)|| < kLx ]|

k

Then for any sequences u* — u and ¢ J. O satisfying that

lim V (£ + 1*) = limsupV (x),

ke xiﬁ
there exists y* € .Z (¥ + fu¥) such that ||y* — || < kL||x —x||. Hence y* — y. Consequently,
lim supx#fV(x) = limy oo V (& + k) < limy_yeo (X + 1,0, ¥%) = f(%,5) = V(X). This means
V(x) is upper semicontinuous at ¥ = 0 in direction u. The proof is complete. =

Since the directional inner calmness* implies the directional local lower semicontinuity,
from the proof it is easy to see that Proposition 4.3 remains true if the directional restricted
inf-compactness condition is replaced by the directional inner calmness*. Thus Theorem 3.3
applied to the additive perturbed problem has the following corollary.

Corollary 4.1. Consider the additive perturbed problem. Let u € R".
(1) Suppose that the restricted inf-compactness holds at X = 0 in direction u with compact
set Q,. Moreover if u # 0, suppose either I is geometrically derivable at y for each
v € S(0;u) NQ, or P(x,y) is directionally differentiable in direction (u,v) for each y €
S(0;u)NQ, and v € L(F;u). If

U A% (su) UA(y: € (1:0)NS) = {0},
YES(0;u)NLYy,

then V (x) is Lipschitz around X = 0 in direction u and
0£3V(0;u) C | (A E(ru)UA(:E(3:0)NS)).
yES(0;u)NQ,

(1) If in (i) the restricted inf-compactness at X in direction u is replaced by the inner calm-
ness* at X in direction u, then A§(X,y; ¢ (X,y;0)NS)(a = 0, 1) can be removed in con-
ditions of (1) and one has, if

U A€ (u) = {0},
yeS(0su)
then V (x) is Lipschitz around X = 0 in direction u and

0F£V(Ou)C | (A:€(nu)).
yeS(0;u)
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(iii) Suppose that there exists y € S(X) such that S(x) is inner semicontinuous at (0,y). More-
over if u # 0, suppose either I is geometrically derivable at y or P(y) is directionally
differentiable at y in direction v for each v € L(y;u). If

A3 6 (7:u)) UAQ(7: € (3:0) NS) = {0},
then V (x) is Lipschitz around X = 0 in direction u and
0 # IV (0:u) C (Ay(7: € (F:1)) UAG(7: 6 (7:0) NS)) .

(iv) If in (iii) the inner semicontinuity of S(x) at (%,y) in direction u is replaced by the inner
calmness at (%,¥) in direction u, then A§(X,5; € (xX,y;0)NS)(a = 0, 1) can be removed
in conditions of (1) and one has, if

A3 () = {0}
then V (x) is Lipschitz around X = 0 in direction u and
0 # IV (0;u) C (AL € (Fsu))) -

Proof. (i)Since P(x,y) :=x+ P(y), the Jacobian of VP(x,y) has full row rank, the NNAMCQ
holds, hence the metric regularity of the set-valued map ¥(x,y) := ' —x — P(y) holds automat-
ically. If

U A€ (iu) UAG(: € (3:0) NS) = {0},
yeS(0;u)

then by Proposition 4.3, the value function is continuous in direction . Taking into account
Proposition 3.3, (i1)-(iv) can be proved following a similar process. ®

Consider the following optimization problem
(P) min  f(y) st g(y)<0,h(y)=0
yeQ

where f: R" - R, g:R"™ — RP h:R™ — R? are locally Lipschitz continuous and Q C R? is
a closed set, and its additive perturbation

(s min  f(3)  st.8()+s=<0h()+1=0,
where s € R” ¢t € R? are the parameters. The value function is
Vis.t) = inf{f()lg(y) +5 < 0,h(y) + =0}

Given a direction u := (1, 8) € RP™4, we consider a directional perturbation in direction u, i.e.,
x:=(s,t) = (0,0). In this case,

x+P(y) = (s+8(y),t+h(y),y), T =R x {0} x Q,

Tr(P(y)) = Trr (8(y)) X Tyoya (A(y)) X Ta(y),

L(y;u) = {vl{ni+ Dgi(y)(v )}ﬂR # 0(i € I4(y)),0 € B+Dh(y)(v),v € Ta(v)},

@ (yu) = {v € L{y;u) | f-(y;v) < Vi(03u),V. (0su) < f1(v;v) }.
Moreover by [40, Proposition 3.2], for any (1, 3,0)+ (&,&,v)) € Tr(P(y)), we have

Nr(P(y):(1n,B,0)+(8,8,v)) = Ngr (8(y): 1+ 6) X Nyopa (h(y): B+ &) x Na(y:v),
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Note that since Tyo14(h(y)) = {0}9, we have Nigyq(h(y); B + &) = {0}9 and by (2), we have

Ngr (8(v)in +8&) = Nz (8(v)) N{n + &} for n +& € Tyr (g(y)). Let y € S(0) and v € R™.
For oo = 0,1, we define the set of generalized Lagrange multipliers at y in directions % (y;u)
and € (y;0) NS as

AZ (y; € (ysu))

._ {()L ) 0 € ad f(y;v) + (g, Ag) (y;v) + 9 (h, ) (v;v) + Na (y3v) ,v € € (v;u), }
= © )10 < A L g(y),Ag € {n+E}F, for some & € Dg(y)(v) with n + & € Tyr (8(y)) [

AG ;€ (y;0)NS)
N {OL ) OE“af(y;v>+‘9<g,7tg><y;ﬂ+8<h,7th>(y;v)+N9(y;v),v6%(y;O)ﬂS}
o § 10 < A L g(y), A € {E}F, for some & € Dg(y)(v) N Tyr (8(y)) ,

respectively. When u =0, €’ (y;0) NS C €(y;0). Since 0 € €'(y;0), taking u = 0 in the above,
the directional multipliers become the nondirectional multipliers and we have

Ao(3: % (3:0)) UAg(y: € (3;0) NS)

= {(Ag; )]0 € A (y) + (g, ) (¥) + I (h, 1) (») + Na (¥),0 < Ag L g(y)},
A6 (:0)) UAG(v: % (y:0) NS)

= {(Ag; An)[0 € (g, Ag) (v) + 9 (h, An) (¥) + Na (v),0 < Ag L g(y)} -

In this case taking the convex hull, Corollary 4.1(i) recovers the classical result in Clarke [13,
Corollary 1 of Theorem 6.52].

4.3. Danskin’s Theorem. Recall that the classical Danskin’s theorem can be stated as follows.

Theorem 4.1 (Danskin’s Theorem). [14, Problem 9.13, Page 99] Let f : R"™™ — R be con-
tinuous and T be a compact subset of R™. Suppose that for a given neighborhood U (%) of X,
the gradient V,f(x,y) exists and is continuous (jointly) for (x,y) € U(x) x I. Then the value
function V (x) := infyer f(x,y) is Lipschitz around X and

0V (%) = co{Vif(%,y)ly € S(X)}.

In the following, we introduce the directional Danskin’s theorem, where the compactness
of I' is replaced by the weaker condition, directional restricted inf-compactness condition, and
sharper estimates for both directional limiting and Clarke subdifferentials of value function are
obtained.

Proposition 4.4 (Directional Danskin’s Theorem). Let f : R"™™ — R be continuous and T is
closed. Suppose that for a given neighborhood U (X) of X, the gradient V,f(x,y) exists and is
continuous (jointly) for (x,y) € U(x) x I.

(1) Suppose the restricted inf-compactness holds at X = 0 in direction u with compact set
Q. Then V (x) :=infyer f(x,y) is Lipschitz around X in direction u and

0V c U (V@) @n

YES(X;u)NQ,
IV (xu) = co{V,f(%,y)|y € S(x;u)NQ,}. (28)
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(ii) Suppose that there exists y € S(X) such that S(x) is inner semicontinuous at (xX,y) in
direction u. Then V (x) is Lipschitz around X in direction u and

IV (%u) ={V.f(%5)}.

Proof. (i) According to Proposition 3.1, V(x) is lower semicontinuous at X in direction u under
the directional restricted inf-compactness condition. Take any sequences u* — u and #; | 0
satisfying that limy_,.. V (£ 4 fru¥) = lim sup_ LMV(x). We have for any y € S(%;u),

limsupV (x) = lim V (i + ) < lim f(x+ 1k, 5) = f(%,5) = V (%),
xibz k—yoo k—yo0
which means that V(x) is upper semicontinuous at X in direction . Hence V (x) is continuous at

X in direction u.

Next we prove (27). (i) Let { € dV(X;u). Then by Definition 2.10, there exist sequences
10, uF — u, &% — ¢ such that V (£ +#u) — V(%) and ¢F € §V(f+tkuk). It follows that V (X +
1) < V(%) + & for all k large enough and hence by the directional restricted inf-compactness,
there exists y* € S(X+ f;u*) N Q. Passing to a subsequence if necessary, we may assume that
yK — 3. Hence j € S(%;u) NQ,,.

For each k, since ¥ € v (X + t,uX), there exists a neighborhood % ¥ of % + t,u* satisfying

1
V(x) = V(E+ k) — (&5 x — (R + 1)) + z”x— (F+1b)|| > 0Vx € %~

It follows from the fact V (x) = inf { f(x,y) + 8¢c(y)} and y* € S(x + t,uX), that
y

1
Fey ) = (CF x — (F+ b)) + %HX— (F+1b)|| > f(E+ 1),
forany x € % k Hence, the function
1
X Floh) = (8 () + ol (o )|

attains its local minimum at x = x + tkuk. Then by the well known Fermat’s rule (see e.g., [35,
Proposition 1.30(1)]) and the calculus rule in Proposition 2.5,

1
0 e V. f(x+nauk y*) - T+ 2. (29)

Since V. f(x,y) is continuous (jointly) on U (X) x C, taking the limit of (29) as k — oo, we obtain
0€e fo(f,j?) - C

Inclusion (27) is proved.
We now prove equality (28). Consider an arbitrary element ¥ € S(x;u) N Q,,. Then there exist
sequences f | 0,u* — u and y* — ¥ with y € § (x+ teu® )N Q,. By Taylor expansion, one has

—V(x) > —f(x,")
= —fE+ ) = Vi f (@41 )T (x = (F+ 1)) + o([|x — (& + 1))
= —V(f—i—tkuk) — fo(f—i—tkuk,yk)T(x— (JE—i—tkuk)) +o(||lx— ()E—l—tkuk)H).
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Hence —V, f (% + i, y*) € 5(—V)()E+tkuk). Since —V (x) is Clarke regular ([13, Page 99]),
we have —V, f (& + tru,y*) € 9¢(—V) (X +t,uX). By the continuity of V, f(x,y) and (3), taking
the limit as k — oo, one has —V, f(%,¥) € 9°(—V)(x;u). By the choice of §, one has

F(VIE@w 2 U {-VafGEn}

YES(X;u)NQ,

On the other hand, (27) implies that

9°(—V)(x:u) C co U  {-Ver@Ey)}

YES(X;u)NQ,

In summary, one obtains

9°(=V)(Xu) = co U  {-Vuf@n}

YES(X;u)NQ,

By (3), 9°(—V)(x;u) = —9°V(x;u). Hence,

0V (%;u) = co U {VsEn}

YES(X;u)NQ,

(i1) Let § = y in the above proof. One can obtain

OV(%u) = {Vif(%,9)}.
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