
Commun. Optim. Theory 2022 (2022) 28 https://doi.org/10.23952/cot.2022.28

GLOBAL OPTIMALITY CONDITIONS FOR DC-CONSTRAINED OPTIMAL
CONTROL PROBLEMS
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Abstract. The paper addresses the Optimal Control (OC) Problem along the state-linear Control System where the
objective and inequality constraints are given by Bolza functionals with state-DC functions. With the help of the
Exact Penalization Theory, the original problem is reduced to an auxiliary penalized problem without constraints,
the cost functional of which is represented as a difference of two state-convex functionals. Such structure allows us
to develop the Global Optimality Conditions with the constructive (algorithmic) property, providing a possibility
to escape any local pitfall with an improving the objective of the original problem, if possible. Besides, the
relations with the modern OC Theory (say, the PMP) are established. The effectiveness of the developed approach
is demonstrated by examples.
Keywords. Bolza functional; DC function; Global Optimality Conditions; Exact Penalization Theory; Optimal
Control Problem.

1. INTRODUCTION

Nowadays, the situation in the numerical optimization can be viewed, apparently, as under
the crucial impact, strong pression and the increasing demand from diverse applied areas for
new ideas and the design of non-standard numerical methods capable to find a global solution
to different kind of applied problems.

Actually, it is not difficult to point out that the development in the field of optimization
methods is not so impressive, as it was in 50th till 70th [4, 5, 6, 7, 15, 18, 19, 32, 38, 40, 41],
and moreover as the technical progress in computational sciences and software.

To partially explain the difference, it is worth to note that the optimization problems (and
not only!) must be separated into two parts: convex and nonconvex since the set of convex
problems can be viewed as “solvable case”, i.e., under minimal computability assumptions a
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convex problem is computationally tractable [15, 16, 38, 41]. It means that the computational
efforts required to solve the problem grow moderately with the problem’s dimension.

In contrast to this even the simplest-type of non-convex problems [8, 13, 16, 21, 34, 35, 36,
37, 38, 40, 41] often turn out to be difficult for numerical solution, because real-life problems
usually have a lot (often a huge!) of local extrema and stationary points situated rather far from
a global solution. Therefore here, we have to express our gratitude and profound respect to
the pioneers in the field of the Global Optimization, among whom was professor H. Tuy. The
fundamental works of the pre-eminent scientist overtake the frontiers of the time in various
directions of nonconvex optimization [32, 33, 34, 35, 36, 37].

It is worth noting that H. Tuy was the first in the whole world to make turn our attention to
the special properties of concave minimization problem [32]. On the other hand, he was a driver
in publishing the famous monograph [13] that marked the boundary, the results and outcomes
of 30-years-long working on the field. These results showed us that in non-convex problems
the direct applications of classical optimization methods may have unpredictable consequences,
and sometimes may even distract one from the desired solution. Moreover, it was demonstrated
that one may apply direct selection methods (B&B and cut’s ideas), but carefully, because of
“the curse of dimension”. Besides, one can, without doubts, find in [32, 33, 34, 35, 36, 37] and
other works of H.Tuy, a number of suggestions for seeking other ways when it comes to finding
to global solution to an applied problem.

Furthermore, at present it is readily to point out that the new applied areas and new fields
appeared for applications the Global Optimization Theory and Methods. These streams are
viewered by numerous confirmed specialists in optimization as the most attractive and promis-
ing fields of investigation, as challenges, and even as modeling paradigms in optimization in
XXI century. In particular, one gives the following examples [13, 16]

• the search for equilibriums in competitions (conflict situations or games);
• hierarchical optimization problems;
• dynamical optimization problems.

All these problems possess explicit or implicit nonconvexity, generated by the structures
[29]. Unexpectedly for us, we turned out to be on this main stream, but rather prepared, i.e. be
endowed with a relevant mathematical tools.

It means that in the recent three decades, we have managed to construct the Global Search
Theory, which is related to the modern optimization theory and which unexpectedly has turned
out to be rather efficient in the aspect of computational solving, especially for problems of
high dimensions [29, 30]. The approach is based on necessary and sufficient Global Optimality
Conditions (GOSs) for problems with DC-data. On the other hand, the GOCs (even for general
optimization problems with equality and inequality constraints) [21, 22, 23, 26, 27] can be
viewed as the kernel of the approach. Furthermore, we have developed a family of local search
methods (LSMs), which employ the special structure of a problem in question, and, on the other
hand, represents a joint ensemble of methods [29, 30, 31].

The most important and beneficial feature of the developed approach is the fact, that the
procedures of escape stationary and local pitfalls, based on the GOCs, are unique, original and
quite efficient even in the case of any simple implementation [22, 23, 26, 27, 28, 29].

The paper is keeping on the investigations above and address the optimal control (OC) prob-
lem with inequality constraints and objective given by the Boltza functionals with state-DC
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data. In Section 2, after statement of the OC problem, we apply the Exact Penalization Theory
(EPT) aiming at getting a problem without constraints. In Section 3, one performs the transfor-
mation of the problem’s statement into DC form, when every functional has DC representation,
and therefore the objective of the penalized problem is the same. The operation allows us to
develop in Section 4 the new necessary Global Optimality Conditions (GOCs) (Theorem 4.1),
while the sufficient GOC’s are presented in Section 6.

In Section 5, we prove Theorem 5.1 which substantiates ”the constructive property” of the
GOC’s to improve a current iteration, if it is not an ε-solution to the original OC problem. The
effectiveness of the GOC’s demonstrated by examples.

2. PROBLEM’S STATEMENT AND EXACT PENALIZATION

Let us address the state-linear control system

.x(t) = A(t)x(t)+B(u(t), t)
◦
∀ t ∈ T :=]t0, t1[,

x(t0) = x0, −∞ < t0 < t1 < ∞;

}
(2.1)

u(·) ∈U := {u(·) ∈ Lr
∞(T ) | u(t) ∈U

◦
∀ t ∈ T}; (2.2)

(where the sign
◦
∀ denotes ”almost everywhere” in the sense of the Lebesque measure), under

standard assumptions [3, 9, 17, 26, 38, 39] when the (n× n)-matrix A(t) = [ai j(t)]n1 and the
mapping (u, t)→ B(u, t) : IRr× IR→ IRn are continuous in the variables (u, t) ∈ IRr× IR on a
rather large open set from IRr× IR including the set U×T with the compact U ⊂ IRr.

Then [3, 4, 17, 38, 39] for any control u(·) ∈U and any x0 ∈ IRn the system of ODE’s (2.1)
has a unique absolutely continuous solution x(·,u) ∈ ACn(T ), x(t) = x(t,u), t ∈ T .

Furthermore, let us consider the functionals

Ji(x,u) := Ji(x(·),u(·)) := ϕ1i(x(t1))+
∫
T

ϕi(x(t),u(t), t)dt, i ∈ {0}∪ I, I := {1, ...,m}, (2.3)

where the functions ϕ1i : IRn→ IR can be represented in the DC-form

ϕ1i(x) := g1i(x)−h1i(x) ∀x ∈Ω1 ⊂ IRn, (2.4)

with an open convex subset Ω1 of IRn such that R(t1)⊂Ω1, where R(t1) is the reachable set of
the control system (CS) (2.1)–(2.2) at the terminal moment t1. Besides, the functions g1i(·) and
h1i(·) are convex on Ω1, which implies that ϕ1i(x) turns out to be DC functions, i ∈ {0}∪ I.

On the other hand, the functions ϕi(x,u, t), ϕi : Ω(t)×U×T → IR have the next decomposi-
tions:

ϕi(x,u, t) := gi(x,u, t)−hi(x, t), i ∈ {0}∪ I ∀x ∈Ω(t) ∀(u, t) ∈U×T, (2.5)

where Ω(t) is a sufficiently large open convex subset of IRn, such that R(t)⊂Ω(t), t ∈ T , where
R(t) is the reachable set of the CS (2.1)–(2.2) at the moment t ∈ T . Here the functions gi(x,u, t)
are continuous in the variables (x,u, t) ∈ IRn+r+1, and the mappings x→ gi(x,u, t) : Ω(t)→ IR
are convex ∀(u, t) ∈U ×T [10, 11, 12, 18, 19], i ∈ {0}∪ I. Besides, the functions hi(x, t) are
continuous on (x, t)∈Ω(t)×T , and mappings x→ hi(x, t) are convex on Ω(t) ∀t ∈ T , i∈{0}∪I.

In what follows, we will call the convexity property of the functions g1i(x), gi(x,u, t), h1i(x),
hi(x, t) relatively to the variable x as state-convex, meanwhile the properties of the functions
ϕ1i(x), ϕi(x,u, t) to be represented as in (2.4) and (2.5), will be said to be state-DC, i ∈ {0}∪ I.
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Further,since x(·) = x(·,u), u ∈U , is the solution to the CS (2.1) corresponding to u ∈U , the
next denotations looks to be natural: Ji(u) := Ji(x(·,u),u), i ∈ I∪{0}.

In addition, we assume that data from above is differentiable with respect to the state. There-
fore, due to the state-convexity of the functions above, in particular, the ”convexity inequalities”
hold true (∇ := ∇x) [10, 11, 12, 18, 19, 38]:

(a) : 〈∇h1i(y),x− y〉 ≤ h1i(x)−h1i(y) ∀x,y ∈Ω1,
(b) : 〈∇hi(y(t), t),x(t)− y(t)〉 ≤ hi(x(t), t)−hi(y(t), t)

∀x(t),y(t) ∈Ω(t), ∀t ∈ T, i ∈ {0}∪ I.

 (2.6)

Let us now address the following optimal control (OC) problem:

(P) :
J0(u)

4
=J0(x(·,u),u(·)) ↓min

u(·)
, u(·) ∈U ,

Ji(u)
4
=Ji(x(·,u),u(·))≤ 0, i ∈ I

4
={1, ...,m},

 (2.7)

along the control system (2.1)–(2.2) [3, 4, 9, 17, 20].
It is clear that, in virtue of nonconvexity (relatively to the state x(·,u), x(t,u) = x(t), t ∈

T,u ∈U ) of the terminal parts ϕ1i(·) and the integrand ϕi(x,u, t), every functional Ji(x,u), i ∈
{0}∪ I, the feasible region of Problem (P), and Problem (P) itself, as a whole, turn out to
be nonconvex. It means, that Problem (P) may possess a big number of locally optimal and
stationary (say, in the sense of the PMP) processes, which may be rather far from a set Sol(P)
of global solutions (globally optimal controls, processes, if one exists), even with respect to the
value of the cost functional J0(·,u) [2, 3, 4, 8, 9, 10, 11, 12, 13, 15, 16, 21, 24, 25, 26, 27, 29].

In order to deal with Problem (P)–(2.7), let us now apply the very popular approach of the
Exact Penalization Theory. To this end introduce the penalty functional π(x,u) for Problem
(P) in the next form [1, 2, 3, 4, 5, 6, 7, 15, 19, 22, 40, 41, 42, 43]:

π(x,u) := π(u) := max{0,J1(u), ...,Jm(u)} (2.8)

and address the auxiliary (penalized) problem

(Pσ ) : Jσ (u) := Jσ (x(·,u),u(·)) ↓min
u
, u(·) ∈U , (2.9)

along the control system (2.1)–(2.2) with the cost functional defined by

Jσ (u) := J0(x(·,u),u(·))+σπ(x(·,u),u(·)), (2.10)

where σ > 0 is a penalty parameter.
Let us recall now that the key feature of the Exact Penalization Theory [1, 2, 4, 5, 6, 7, 22, 31,

40, 41, 42, 43] consists in the existence of the threshold value σ∗ > 0 of the penalty parameter
for which Problems (P) and (Pσ ) are equivalent in the sense that

V (P) = V (Pσ ) and Sol(P) = Sol(Pσ ) ∀σ > σ∗ (2.11)

(see [12], Chapter VII, Lemma 1.21 and [1, 4, 5, 7, 14, 40, 41, 42, 43]).
In other words, the existence of the exact (threshold) value σ∗ > 0 of the penalty parameter

implies that instead of solving a sequence {(Pσk)} of unconstrained problem with σk ↑ ∞ we
need to consider only a single problem (Pσ ) with σ ≥ σ∗. On the other hand, it is well-
known that if a process (z(·),w(·)) (a control w(·) ∈U ) is a global solution to Problem (Pσ ):
(z(·),w(·)) ∈ Sol(Pσ ), z(t) = x(t,w), t ∈ T, w(·) ∈ U , and, besides (z(·),w(·)) is feasible in
Problem (P), i.e. Ji(z,w) ≤ 0, i ∈ I, then (z(·),w(·)) is a global solution to Problem (P). It
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is worth noting that the inverse assertion, in general, does not hold. Moreover, one can prove
the existence of the exact penalty (threshold) value σ∗ > 0 for local and global solutions under
various Constraint Qualification (CQ) conditions (e.g. MFCQ, Slater, etc.), the error bound
properties, the calmness of the constraint system, etc. [1, 4, 5, 6, 7, 40, 41, 42, 43].

Let us assume, in what follows, that some regularity conditions, ensuring the existence of
the threshold value σ∗ > 0 of the penalty parameters in Problem (P), when it is needed, are
satisfied.

3. DC DECOMPOSITION OF THE DATA

Let us show, first of all, that every functional Ji(u) = Ji(x,u) defined in (2.3) can be repre-
sented in the DC form, i.e.

Ji(u) := Gi(x,u)−Fi(x), i ∈ {0}∪ I, (3.1)

where the functionals Gi(·) and Fi(·) are state-convex. Indeed, employing (2.3)–(2.5), we have

(a) : Gi(x,u) := g1i(x(t1))+
∫
T

gi(x(t),u(t), t)dt,

(b) : Fi(x) := h1i(x(t1))+
∫
T

hi(x(t), t)dt, i ∈ {0}∪ I,

 (3.1′)

which yields the desirable state-convexity property to Gi(x,u) and Fi(x). In particular, for the
functionals Fi(x) one can get the feature similar to the convexity inequalities (2.6) [10, 12, 18,
19]. Actually, under the above assumptions one can introduce a differential of the functional
Fi(·) by the next way:

〈〈∇Fi(y(·)),x(·)〉〉 := 〈∇h1i(y(t1)),x(t1)〉+
∫
T

〈∇hi(y(t), t),x(t)〉dt, (3.2)

where 〈·, ·〉 := 〈·, ·〉n is the inner product in IRn, and, say, x(·),y(·) ∈ ACn(T ). Besides , one
can addresses the case when y(·) ∈ PC(T ) with the linear space PC(T ) of piecewise continuous
functions. Therefore, one can consider the pair (∇h1i(y(t1));∇hi(y(·), ·)) as a gradient of Fi(·)
at a function y(·) ∈ ACn(T ) or y(·) ∈ PC(T ):

∇Fi(y(·)) := (∇h1i(y(t1)),∇hi(y(t), t), t ∈ T ).

As a consequence, due to (2.6) and (3.2), the following inequality holds true:

〈〈∇Fi(y(·)),x(·)− y(·)〉〉 ≤ Fi(x(·))−Fi(y(·))
∀x(·),y(·) ∈ ACn(T ) (i ∈ {0}∪ I).

}
(2.6′)

Furthermore, it can be readily seen that, thanks to the presentations (2.4), (2.5), (2.8)–(2.10),
(3.1)-(3.1′), the cost functional Jσ (x,u) of the penalized problem (Pσ )–(2.9)–(2.10) has the
next form:

Jσ (x,u) := G0(x,u)−F0(x)+σπ(x,u)
4
=

= G0(x,u)−F0(x)+σ max{0; [Gi(x,u)−Fi(x)], i ∈ I}.
(2.10′)

Let us now show that the penalty function π(x,u) defined in (2.8) can also be represented as
a state-DC functional, i.e. π(x,u) = Gπ(x,u)−Fπ(x), where Gπ(·) and Fπ(·) also have the
state-convexity property. In this case, Jσ (x,u) turns out to be also state-DC.
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Indeed, one can easily derive from (2.8) that

π(x,u)
4
=max{0; [Gi(x,u)−Fi(x)], i ∈ I}± ∑

j∈I
Fj(x) =

= max{∑
j∈I

Fj(x); [Gi(x,u)+
k 6=i
∑

k∈I
Fk(x)], i ∈ I}− ∑

j∈I
Fj(x).

 (3.3)

Therefore, with the help of the denotations

(a) : Gπ(x,u) := max{∑
j∈I

Fj(x); [Gi(x,u)+
k 6=i
∑

k∈I
Fk(x)], i ∈ I}

(b) : Fπ(x) := ∑
j∈I

Fj(x),

 (3.4)

one gets the following DC decomposition of the penalty functional:

π(x,u) = Gπ(x,u)−Fπ(x), (3.5)

where the functionals Gπ(·) and Fπ(·) clearly preserve the state-convexity property in virtue of
(3.1), (3.1′), and (3.4).

Hence, as claimed above, the cost functional Jσ (x,u) defined in (2.10), because of (2.10′),
(3.3)–(3.5), has the next state DC decomposition:

Jσ (x,u)
4
=G0(x,u)−F0(x)+σ [Gπ(x,u)−Fπ(x)] =

= [G0(x,u)+σGπ(x,u)]− [F0(x)+σFπ(x)] = Gσ (x,u)−Fσ (x).

}
(3.6)

Here, the functionals Gσ (x,u) and Fσ (x) thanks to (3.1′), have the following forms:

Gσ (x,u) := G0(x,u)+σGπ(x,u) = g10(x(t1))+
∫
T

g0(x(t),u(t), t)dt+

+σ max{∑
j∈I

[h1 j(x(t1))+
∫
T

h j(x(t), t)dt];

[g1i(x(t1))+
∫
T

gi(x(t),u(t), t)dt +
k 6=i
∑

k∈I

(
h1k(x(t1))+

∫
T

hk(x(t), t)dt
)
], i ∈ I};

(3.7)

Fσ (x) := F0(x)+σFπ(x)
4
=h10(x(t1))+

∫
T

h0(x(t), t)dt+

+σ ∑
i∈I
[h1i(x(t1))+

∫
T

hi(x(t), t)dt] =

= h10(x(t1))+σ ∑
i∈I

h1i(x(t1))+
∫
T
[h0(x(t), t)+σ ∑

i∈I
hi(x(t), t)]dt.

(3.8)

It is not difficult to point out from (3.6)–(3.8) that the functionals Gσ (x,u) and Fσ (x) are
also endowed with the state-convexity property [10, 11, 12, 18, 19]. Moreover, with the help
of (2.6), (3.2), (3.8), one can see that the functional Fσ (x(·)) is differentiable in the sense that
∀y(·) ∈ PC(T ) we have

〈〈∇Fσ (y(·)),x(·)〉〉
4
=〈〈∇F0(y(·)),x(·)〉〉+σ ∑

i∈I
〈〈∇Fi(y(·)),x(·)〉〉

4
=

= 〈x(t1),∇h10(y(t1))+σ ∑
i∈I

∇h1i(y(t1))〉+
∫
T
〈x(t),∇h0(y(t), t)+σ ∑

i∈I
∇hi(y(t), t)〉dt.

(3.9)

In addition, due to the state-convexity of Fσ (·) the following ”convexity inequality” holds
true for every u(·) ∈U :

〈〈∇Fσ (y(·)),x(·,u)− y(·)〉〉 ≤ Fσ (x(·,u))−Fσ (y(·)). (3.10)
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4. GLOBAL OPTIMALITY CONDITIONS (GOCS)

First, let us assume now that in the original problem (P)–(2.7) the feasible set F = F (P)
is not empty, i.e.

F := {(x(·),u(·)) | x(t) = x(t,u), t ∈ T, u(·) ∈U ; Ji(u)≤ 0, i ∈ I} 6= /0 (4.1)

and the optimal value V (P) of Problem (P) is finite, i.e.

(A0) : V (P) := inf
u(·)
{J0(u) | u(·) ∈U ,(x(·,u),u(·)) ∈F}>−∞. (4.2)

In addition, let us suppose that the set of globally optimal processes (controls) is not empty,
as well, i.e.

Sol(P) := {(x(·),u(·)) ∈F | J0(u) = V (P)} 6= /0} (4.3)

(or equivalently one can say that (4.3) amounts to

Sol(P) := {u(·) ∈U | (x(·),u(·)) ∈F ,J0(u) = V (P)} 6= /0). (4.3′)

In other words, a process (z(·),w(·)) ∈ F , i.e. z(t) = x(t,w), t ∈ T, w(·) ∈ U ,

π(w)
4
=π(z,w) = 0 (or a control w(·) ∈ U ) is said to be globally optimal to Problem (P)–

(2.7) ((z(·),w(·)) ∈ Sol(P) or w(·) ∈ Sol(P)), if the next inequality holds true:

J0(z,w)
4
=J0(w)≤ J0(u)

4
=J0(x(·,u),u)

∀(x(·,u),u) ∈F (or ∀u(·) ∈U : (x(·,u),u(·)) ∈F ).

}
(4.4)

Since (z(·),w(·)) ∈F , which amounts to π(z(·),w(·)) = 0, let us use the next denotation:

ζ := J0(w) = Jσ (w)
4
=J0(w)+σπ(z(·),w(·)). (4.5)

Let us denote by PC(T ) the linear space of all piecewise continuous functions. Now we are
ready to prove the following result.

Theorem 4.1. Let a feasible in Problem (P) process (z(·),w(·)) be globally optimal to Problem
(P)–(2.7) and σ > σ∗ with σ∗ > 0 being the threshold value of the penalty parameter σ , so
that Sol(P) = Sol(Pσ ) ∀σ > σ∗. Then, for each pair (y(·),β ) ∈ PC(T )× IR, y(·) : T → IRn,
satisfying the equation (see (3.8))

Fσ (y(·))
4
=F0(y(·))+σFπ(y(·)) = β −ζ , (4.6)

the following principal inequality holds true:

Gσ (x(·,u),u)−β ≥ 〈〈∇Fσ (y(·)),x(·,u)− y(·)〉〉 ∀u(·) ∈U . (4.7)

Proof. Since w(·) ∈ Sol(P) = Sol(Pσ ), then with the help of (4.4) one has ∀u(·) ∈U

ζ := Jσ (w)
4
=Gσ (z,w)−Fσ (z)≤ Gσ (x(·,u),u)−Fσ (x(·,u)).

Whence, thanks to the equation (4.6), we have

Gσ (x(·,u),u)≥ β −Fσ (y(·))+Fσ (x(·,u)) ∀u(·) ∈U .

Using now the state-convexity of Fσ (·) and the inequality (3.10), we finally obtain (4.7). #
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Remark 4.2. It can be readily seen that Theorem 4.1 reduces the solution of the nonconvex OC
problem (P)–(2.7), first, to the nonconvex OC problem (Pσ )–(2.9)–(2.10) without inequality
constraints Ji(u)≤ 0, i∈ I. Besides, the latter problem (Pσ ) is reduced to a study of the family
of the state-convex (partially) linearized problems of the next form (see (4.7)):

(Pσ L(y)) : Φσy(x(·,u),u) := Gσ (x(·,u),u)−〈〈∇Fσ (y(·)),x(·)〉〉 ↓min
u(·)

, u(·) ∈U , (4.8)

depending on the pair (y(·),β ) ∈ PC(T )× IR, which fulfills the equation (4.6) with the finction-
als given by (3.8), (4.5).

It is worth noting that the linearization was carried out to the ”united” nonconvexity of Prob-
lem (P)–(2.7) generated only by the state-nonconvex functionals J0(u), ...,Jm(u), but not by
state-linear control system (CS) (2.1). This nonconvexity is accumulated by the functional
Fσ (·) (see (P)–(2.7), (Pσ )–(2.9)–(2.10),(3.8)). Thus, it is clear that Problem (Pσ L(y))–(4.8)
turns out to be state-convex, and therefore more opportune and easier for globally solving, say,
with the help of the Pontryagin’s Principle (the PMP) based methods than the original Problem
(P)–(2.7). More precisely, the verification of the principal inequality (4.7) of the GOCs can be
implemented by the solution of the linearized state-convex problems (Pσ L(y))–(4.8), combin-
ing it with the simultaneous varying the parameters (y(·),β ): y(·) ∈ PC(T ), β ∈ IR, satisfying
the equation (4.6).

On the other hand, using the consecutive solution of the linearized problem (Pσ L(y)) (say,
of the kind (PσsL(x

s(·)), i.e. linearized at the current iterate xs(t)= x(t,us(·)), t ∈ T , us(·)∈U ,
xs+1 ∈ Sol(PσsL(x

s(·))) combined with a suitable change of the penalty parameter, provides a
first simplest scheme of local search with satisfactory convergence properties (see [2, 28, 29,
30, 31]).

Hence, the idea of linearization with respect to basic nonconvexities of an applied problem
under study, has shown itself to be effective and beneficial from the viewpoint of numerical
finding global solutions to nonconvex optimization problems.

Remark 4.3. Suppose, we found a triple (y(·),β ,u(·)): y(·) ∈ PC(T ), β ∈ IR, u(·) ∈ U , such
that (see (3.8), (4.5)) Fσ (y(·)) = β −ζ , and the inequality (4.7) is violated

Gσ (x(·,u),u)−β < 〈〈∇Fσ (y(·)),x(·,u)− y(·)〉〉.

Then, thanks to the state-convexity of Fσ (·) (see (3.10)), we have

0 > Gσ (x(·,u),u)−β −Fσ (x(·,u))+Fσ (y(·))

and, further, due to the equation (4.6), it yields

0 > Gσ (x(·,u),u)−Fσ (x(·,u))−ζ
4
=Jσ (u)− Jσ (w),

or Jσ (w)> Jσ (u), (z(·),w(·)) ∈F = F (P), u(·) ∈U .

Hence, the process (z(·),w(·)) can not be a solution to the penalized problem (Pσ )–(2.9)–
(2.10) (see (4.4)).

Moreover, if the process (x(·,u),u(·)) is feasible in the original problem (P)–(2.7), i.e.
π(w) = 0= π(u), we obtain (x(·,u),u(·))∈F , J0(w) = Jσ (w)> Jσ (u) = J0(u), and the control
u(·) ∈U turns out to be better than w(·) ∈U for Problem (P)–(2.7).
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It means that the conditions (4.6)–(4.7) of Theorem 4.1 possess the classical constructive
(algorithmic) property: once the conditions are violated, then one can find a feasible control
which is better than this one under scrutiny [5, 15, 21, 22, 23, 24, 38, 39].

Let us consider now an example to demonstrate the effectiveness of this property.

Example 4.4. Consider the next ”terminal” optimal control problem
.x(t) = u(t)−1,

◦
∀ t ∈ T :=]0,2[, x(0) = 1,

U := {u(·) ∈ L∞(T ) | u(t) ∈ [−2,2]
◦
∀ t ∈ T},

}
(4.9)

J0(u) := ϕ10(x(2,u)) = [x(2)]2 ↓min
u
,

J1(u) := ϕ11(x(2,u)) = 4− [x(2)−1]2 ≤ 0.

}
(4.10)

Let us investigate the control u∗(t)≡ 2.It is not difficult to see that the corresponding state is
x∗(t) := x(t,u∗)≡ 1+ t, x∗(2) = 3, and

J1(u∗) = ϕ11(x∗(2)) = 4− [3−1]2 = 0,

J0(u∗) = ϕ10(x∗(2)) = [3]2 = 9 =: ζ . (4.11)
Let us verify whether the control u∗(·) satisfies the Pontryagin’s Principle. Clearly, the adjoint

system at the process (x∗(·),u∗(·)) has the form
.

ψ(t) =−A(t)T
ψ(t)≡ 0, ψ(t)≡ const,

ψ(t)≡ ψ(t1) = ∇xL (x∗(t1),λ0,λ1) = 2λ0x∗(2)−2λ1[x∗(2)−1]

with λ0 =
1
2
, λ1 = 1 which yields ψ(t)≡ ψ(t1) =−1.

On the other hand, we see that the Hamiltonian is as follows

H (x,u,ψ, t) = ψ(t)[u(t)−1] and

ψ(t)[u∗(t)−1] = min
v
{ψ(t)[v−1] | v ∈ [−2,2]}=

= min
v
{(−1)[v−1] | v ∈ [−2,2]}= (−1)[2−1] =−1

◦
∀ t ∈ T.

Thus, the Pontryaguin’s Principle (the PMP) holds true for u∗(t) ≡ 2, or (x∗(·),u∗(·)) is the
Pontryaguin’s extremal.

Let us verify now whether the control u∗(t) ≡ 2 is a global solution to the problem (4.9)–
(4.10). In order to apply the GOCs (4.6)–(4.7) of Theorem 4.1, let us produce a DC decompo-
sition of the cost functional

Jσ (u)
4
=J0(u)+σ max{0,J1(u)}

4
=ϕ10(x(t1))+σ max{0;ϕ11(u)}

to the penalized problem (Pσ )–(2.9)–(2.10).
To simplify the presentation, let us use the denotation x instead of x(t1,u) ∈ R(t1), where

R(t1) is the reachable set of the control system (4.9). Then we are getting from (4.9), (4.10):

ϕ10(x)+σ max{0;ϕ11(x)}= x2 +σ max{0;4− (x−1)2}±σ(x−1)2 =
= x2 +σ max{(x−1)2;4}−σ(x−1)2 =: Gσ (x)−Fσ (x),

(4.12)

where the elements of DC decomposition are

(a) : Gσ (x) = x2 +σ max{(x−1)2;4},
(b) : Fσ (x) = σ(x−1)2.

(4.13)
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Now let us set y :=−1, σ := 1, which yields Fσ (y) = (−1−1)2 = 4= β−ζ , whence, thanks
to (4.11), we get β = 4+9 = 13.

Further, let us address the control ǔ(·) ∈U : ǔ(t) =
{
−2, t ∈ [0,5/3],
2, t ∈ [5/3,2].

Clearly, x̌(t) := x(t, ǔ), t ∈ T has the next presentation:

(a) : t ∈ [0,5/3],
.
x̌(t) =−3, x̌(t) = 1−3t, x̌(5/3) =−4;

(b) : t ∈ [5/3,2],
.
x̌(t) = 1, x̌(t) =−4+ t, x̌(2) =−2.

Let us compute now the parts of the principal inequality (4.7) of Theorem 4.1 (see (4.13)):

Gσ (x̌(2)) = (−2)2 +max{(−2−1)2;4}= 4+max{9;4}= 13;

〈∇Fσ (y), x̌(2)− y〉= 〈2(y−1),−2+1〉= 〈−4,−1〉= 4.

Hence, we finally obtain

Gσ (x̌(2)) = 13 < 17 = 13+4 = β + 〈∇Fσ (y), x̌(2)− y〉,

so that (4.7) is broken down, and therefore the process (x∗(·),u∗(·)) is not a global solution
to the penalized problem (Pσ )–(2.9), since the control ǔ(·) ∈ U turns out to be better than
u∗(·) ∈U .

Moreover, because ϕ11(x̌(2))
4
=4− [x̌(2)− 1]2 = 4− 9 < 0, i.e. the process (x̌(·), ǔ(·)) is

feasible in the problem (4.9)–(4.10) and hence the control u∗(·), satisfying the PMP for (4.9)–
(4.10) is not a global solution to (4.9)–(4.10).

In addition, the control ǔ(·) ∈U is better than u∗(·), since J0(ǔ(·)) = [x̌(2)]2 = 4 < 9
4
=ζ . #

Remark 4.5. Suppose now, that a process (z(·),w(·)), z(t) = x(t,w), t ∈ T, w(·) ∈U , satisfies
the GOC’s (4.6)–(4.7) of Theorem 4.1, and let us set in (4.6)–(4.7) y(t) ≡ z(t). It yields that,
β = Fσ (z(·))+ζ = Fσ (z(·))+ Jσ (w) = Gσ (z(·),w(·)). Then, (4.7) provides that ∀u(·) ∈U

Gσ (x(·,u), u(·))−Gσ (z(·),w(·))≥ 〈〈∇Fσ (z(·)), x(·,u)− z(·)〉〉.

It means that the control w(·) is a solution to the following state-convex (linearized) OC problem

(Pσ L(z)) : Gσ (x(·,u), u)−〈〈∇Fσ (z(·)), x(·,u)〉〉 ↓min
u
, u(·) ∈U , (4.14)

along the control system (2.1)–(2.2).
Further, on account of the formulae (3.7)–(3.8), it can be readily seen that the cost functional

of this state-convex problem (Pσ L(z))− (4.14) has the following form (see (3.3))

Jσ L(z)(x(·,u),u) := Jσ Lz(u) := G0(x(·,u),u)+

+σ max

{
∑
j∈I

Fj(x(·,u)); [Gi(x(·,u),u)+
k 6=i

∑
k∈I

Fk(x(·,u))], i ∈ I

}
−

−〈〈∇F0(z(·),x(·,u))〉〉−σ ∑
j∈I
〈〈∇Fj(z(·),x(·,u))〉〉.

(4.15)

On the other hand, one can easily show that the OC problem (Pσ L(z))− (4.14)− (4.15)
(see Lemma 4.1. from [21], and also [15, 38]) amounts to the next auxiliary state-convex and
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smooth OC problem (with inequality constraints) as follows

(A Pσ L(z)) :

G0(x(·,u), u)+σγ−〈〈∇F0(z(·)), x(·,u)〉〉−
−σ ∑

j∈I
〈〈∇Fj(z(·)),x(·,u)〉〉 ↓min

(u,γ)
, u(·) ∈U , γ ∈ IR,

∑
j∈I

Fj(x(·,u))≤ γ,

Gi(x(·,u),u)+
k 6=i
∑

k∈I
Fk(x(·,u))≤ γ, i ∈ I;


(4.16)

along the control system (2.1)–(2.2).
Because this problem is state-convex, one has the rights to employ the corresponding La-

grange function L (x(·,u),γ,µ) with µ = (µ1, . . . ,µm+1), µi ≥ 0, i ∈ I ∪{m+ 1}. It is worth
noting that µ0 = 1, since the Slater condition takes place for (A Pσ L(z))–(4.16)[21] Besides,
it can be readily seen that the Lagrange function, from the view-point of the Optimal Control
Theory, has the following form

L (x(·,u),γ,µ) = p(x(t1,u))+σγ + 〈q(z(t1)),x(t1,u)〉+
+
∫
T
[P(x(t,u),u(t), t)+ 〈Q(z(t), t),x(t,u)〉]dt

where the function p(·) and P(·) are state-convex. Therefore, one can address the next paramet-
ric OC problem

L (x(·,u),γ,µ) ↓min
(u,γ)

, u(·) ∈U , γ ∈ IR; (4.16′)

along the CS (2.1)–(2.2). Clearly, the OC problem (4.16) can be attacked by PMP based meth-
ods [20, 39] with the real goal to find a globally optimal control. Hence, the GOC’s (4.6)–(4.7)
are related to the classical Optimal Control Theory [3, 4, 9, 17, 38, 39].

5. SUPPLEMENTARY PROPERTIES OF GOC’S

In this section we pay attention to a substantiation of the possibility to construct some nu-
merical methods on the base of the GOC’s of Theorem 4.1. In other words, we are looking for
an answer to the natural question on whether one can really find a triple (y(·),β ,u(·)) fulfilling
the equation (4.6), and which violates the principal inequality (4.7) of Theorem 4.1.

The answer is given by the next result.

Theorem 5.1. Let a feasible in the original Problem (P)–(2.7) process (z(·),w(·)), z(t) =
x(t,w), t ∈ T, w(·) ∈U , is not an ε-solution to (P):

inf(J0,F )+ ε
4
=V (P)+ ε < ζ := J0(z(·),w(·)). (5.1)

Suppose, in addition, that a control v(·) ∈U satisfies the next inequality

(A0) : J0(x(·,v),v(·))> ζ − ε. (5.2)

Then, for any penalty parameter σ > 0, one can find a tuple (y(·),β ,u(·)), y(·) ∈ ACn(T ),
β ∈ IR, u(·) ∈U , such that the following conditions hold true

Fσ (y(·)) = β −ζ + ε; (5.3)

Gσ (x(·,u), u(·))< β + 〈〈∇Fσ (y(·)), x(·,u)− y(·)〉〉. (5.4)
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Proof. (A) If follow from (5.1) that there exists a feasible in (P)–(2.7) control ū(·) ∈ U ,
(x(·, ū), ū(·)) ∈F , such that

J0(ū)+ ε < ζ := J0(w). (5.5)
Otherwise, we would have

J0(w) = ζ ≤ J0(u)+ ε ∀u(·) ∈U : (x(·,u),u(·)) ∈F

which implies that J0(w) = ζ ≤ V (P)+ ε , that contradicts to (5.1).
Let us now σ > 0 be arbitrary, but fixed. Further, due to the equalities

π(z(·),w(·)) = 0 = π(x(·, ū), ū),
it is clear that for any σ > 0 one has

Jσ (ū)+ ε = J0(ū)+ ε < ζ = J0(w) = Jσ (w),

whence we derive
Gσ (x(·, ū), ū)< Fσ (x(·, ū))+ζ − ε.

The latter inequality amounts to the relation

(x(·, ū),Gσ (x(·, ū), ū)) /∈C, (5.6)

where the convex set C ⊂ ACn(T )× IR is defined as follows

C := epi [Fσ (·)+ζ − ε]
4
={(x(·),γ) ∈ ACn(T )× IR | Fσ (x(·))+ζ − ε ≤ γ}. (5.7)

On the other hand, thanks to the inequality (5.2) we have (since π(·)≥ 0)

Jσ (z(·),w(·))−ε
4
=J0(w)−ε = ζ−ε < J0(x(·,v),v(·))≤ J0(v)+σπ(x(·,v),v)4=Jσ (x(·,v),v(·)),

whence, in particular, it follows Jσ (x(·,v),v(·))> ζ − ε , or, otherwise,

Gσ (x(·,v),v(·))> Fσ (x(·,v))+ζ − ε (5.2′)
The latter inequality, due to (5.7), obviously amounts to the next inclusion

(x(·,v),Gσ (x(·,v),v(·))) ∈ int C
4
={(x(·),γ) ∈ ACn(T )× IR | Fσ (x(·))+ζ − ε < γ}. (5.8)

(B) Now, due to the convexity of the set C ⊂ ACn(T )× IR, and thanks to (5.6) and (5.8), we
obtain that there exists a pair (y(·),β ) ∈ ACn(T )× IR, which belongs to the open interval

](x(·, ū);Gσ (x(·, ū), ū(·)));(x(·,v),Gσ (x(·,v),v(·)))[⊂ ACn(T )× IR,

and, at the same time, to the boundary of C

(y(·),β ) ∈ bd C
4
={(x(·),γ) ∈ ACn(T )× IR | Fσ (x(·))+ζ − ε = γ}.

In other words, it means that there exists a number α ∈]0,1[, such that

(y(·),β ) = α(x(·, ū);Gσ (x(·, ū), ū(·)))+(1−α)(x(·,v);Gσ (x(·,v),v(·))) ∈ bd C.

Or more precisely, one has the presentation

y(·) = αx(·, ū)+(1−α)x(·,v) ∈ ACn(T ),

β = αGσ (x(·, ū), ū(·))+(1−α)Gσ (x(·,v),v) = Fσ (y(·))+ζ − ε,

}
(5.9)

so that the equality (5.3) is proven.
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Besides, the equalities (5.9) can be rewritten as follows

x(·, ū) = α
−1[y(t)− (1−α)x(·,v)],

Gσ (x(·, ū), ū(·)) = α
−1[β − (1−α)Gσ (x(·,v),v(·))].

}
(5.9′)

(C) Suppose now, by contradiction, that the inequality (5.4) is not satisfied at the triple
(y(·),β ) ∈ bd C and ū(·) ∈U , constructed above, i.e.

Gσ (x(·, ū), ū)≥ β + 〈〈∇Fσ (y(·)), x(·, ū)− y(·)〉〉. (5.10)

Whence, with the help of the presentation (5.9’) it yields

0≥ β −Gσ (x(·, ū), ū)+ 〈〈∇Fσ (y(·)), x(·, ū)− y(·)〉〉=
= β −α−1[β − (1−α)Gσ (x(·,v),v(·))]+ 〈〈∇Fσ (y(·)),α−1[y(·)− (1−α)x(·,v)]〉〉=

=
1−α

α
[Gσ (x(·,v),v(·))−β ]+

1−α

α
〈〈∇Fσ (y(·)),y(·)− x(·,v)〉〉.

Furthermore, thanks to the definition (3.2) of 〈〈∇Fσ (y(·)),x(·)〉〉, (2.6′), the equation (5.3), the
condition (A0)–(5.2), and the convexity inequality (3.9) we are getting

0≥ 1−α

α
[Gσ (x(·,v), v)−β +Fσ (y(·))−Fσ (x(·,v))] =

1−α

α
[Jσ (x(·,v), v)−ζ + ε]> 0,

that is impossible.
Hence, the conjecture of the part (C) of the proof led us to the absurdity, and therefore, it is

incorrect. Thus, (5.4) is proved as well, as Theorem 5.1. �

Remark 5.2. It is worth noting that the penalty parameter σ ≥ 0 plays different roles in Theo-
rem 4.1 and 5.1. Indeed, in Theorem 4.1 the value σ of penalty parameter should be grater
than the threshold value: σ > σ∗ ≥ 0, which provides the equivalence between (P) and
(Pσ ) : Sol(P) = Sol(Pσ ). Meanwhile, in Theorem 5.1, the penalty parameter value can
be arbitrary, but should remain only positive: σ > 0. Regardless of that, one can find a triple
(y(·),β ,u(·)): y(·) ∈ ACn(T ), β ∈ IR, u(·) ∈ U , satisfying (5.3) and improving, at the same
time, the current value Jσ (w) = J0(w)+σπ(z(·),w(·)) of the cost functional of the penalized
OC Problem (Pσ ) in question. Clearly, this fact is very promising and important for successful
computational implementations of the methods based on Theorems 4.1 and 5.1.

In order to demonstrate the effectiveness the GOC’s (4.6)–(4.7) of Theorems 4.1 and 5.1, let
us address the next example of a nonconvex OC problem with the Bolza functionals.

Example 5.3. Let us address the control system (CS) which is suggested by some applications
[3, 9, 17, 20, 38, 39]

.x1(t) = x2(t),
.x2(t) = u(t),

◦
∀ t ∈ T :=]0,1[, x1(0) = 1, x2(0) = 0,

u(·) ∈U := {u(·) ∈ L∞(T ) | u(t) ∈ [−4,4]
◦
∀ t ∈ T}.

}
(5.11)

The principal goal consists in the minimization of the next cost functional:

J0(u) :=
1
4
[x1(1)−3]2−3

∫
T

[x1(t)− s(t)]2dt ↓min
u
,

u(·) ∈U ,

 (5.12)
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along the CS (5.11). In addition, the possibilities of the control are bounded by the next in-
equality constraint

J1(u) :=
1∫

0

[x2(t)− s′(t)]2dt− 3
4
[x2(1)]2 ≤ 0, (5.13)

where s(t) = t2 +1, s′(t) = 2t, t ∈ [0,1], s(1) = 2.
(A) Let us consider the control u0(t)≡ 4, t ∈ T , and first, verify whether u0(·) ∈U satisfies

the constraint (5.13). Actually, one can see that u0(·) provides for the following state x0(·) =
(x01(·),x02(·)) ∈ AC2(T ):

x02(t) = 4t, x02(1) = 4, x01(t) = 2t2 +1, x01(1) = 3. (5.11′)

It is not difficult to compute that

J1(u)
4
=

1∫
0

[x02(t)− s′(t)]2dt− 3
4
[x02(1)]2 =

1∫
0

[4t−2t]2dt− 3
4

16 =

1∫
0

4t2dt−12 =
4
3
−12 < 0.


Therefore u0(·) is feasible for the OC problem (5.11)–(5.13), but the inequality constraint (5.13)
is not active at u0(·).

Furthermore, let us verify now whether the control u0(·) satisfies the Pontryagin’s Principle
(the PMP). To this end, introduce the Hamiltonian H (x,y,ψ, t) by

H (x,u,ψ, t) :=< 〈ψ(t),A(t)x+B(u, t)〉>+λ0ϕ0(x,u, t) = ψ1x2 +ψ2u−3λ0[x1− s(t)]2,
(5.14)

where the conjugate state ψ(·) ∈ AC2(T ), satisfies the following adjoint system of ODEs

.
ψ1(t) =−

∂H

∂x1
= 6λ0[x1(t)− s(t)];

.
ψ2(t) =−

∂H

∂x2
=−ψ1(t);

ψ1(1) = λ0∇ϕ0(x,u, t) = λ0
1
2
[x1(1)−3]; ψ2(1) = 0.


(5.15)

It is worth noting that the term λ0[x2(t)−s′(t)]2 is absent in (5.14)–(5.15), because the constraint
J1(u(·))≤ 0 is not active at u0(·), and therefore λ1 = 0. Let us set now λ0 := 1, which provides

.
ψ01(t) = 6[x01(t)− s(t)] = 6t2, ψ01(1) =

1
2
[3−3] = 0;

ψ01 = 6
t∫

0

τ
2dτ + c = 2t3 + c = 2t3−2 = 2(t3−1),

.
ψ02(t) = 2(1− t3), ψ02(1) = 0,

ψ02 = 2
t∫

0

[1− τ
3]dτ + c = 2t− 1

2
t4− 3

2
.
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It can be readily seen that ψ02(t)< 0 ∀t ∈ [0,1[, and, hence, the control u0(t)≡ 4 satisfies the
next minimum condition (see (5.14):

H (x0(t),u0(t),ψ0(t), t) = min
v
{H (x0(t),v,ψ0(t), t) | v ∈ [−4,4]} ∀t ∈ T ; (5.16)

which obviously amounts to the relation

ψ02(t)u0(t) = min
v
{ψ02(t)v | v ∈ [−4,4]} ∀t ∈ T. (5.16′)

Hence, u0(·) satisfies the PMP.
(B) Nevertheless, let us now show that u0(·) is not a globally optimal control for the problem

(5.11)–(5.13). To this end, let us first compute the value of the cost functional (see (5.11)) at
the control u0(·)

J0(u0)
4
=

1
4
[x01(1)−3]2−3

1∫
0

[x01(t)− s(t)]2dt = 0−3
1∫

0

t4dt =−3
5
=: ζ0. (5.17)

Furthermore, in order to apply Theorems 4.1, let us represent the data of the OC problem
(5.11)–(5.13) in the relevant form as follows

g10(x) =
1
4
[x1−3]2, h10 ≡ 0, g0(x, t)≡ 0, h0(x, t) = 3[x1− s(t)]2,

g11(x)≡ 0, h11(x) =
3
4

x2
2, g1(x, t) = [x2− s′(t)]2, h1(x, t)≡ 0.

Therefore, thanks to (3.1)–(3.1′), we have

G0(x(·),u(·)) =
1
4
[x1(t1)−3]2, F0(x(·)) = 3

1∫
0

[x1(t)− s(t)]2dt;

G1(x(·),u(·)) =
1∫

0

[x2(t)− s′(t)]2dt, F1(x(·)) =
3
4
[x2(t1)]2.


(5.18)

Finally, all above yields that the cost functional Jσ (x(·),u(·)) = Gσ (x(·),u(·))−Fσ (x(·)) of
the penalized problem (Pσ )–(2.9) is defined by

Gσ (x(·),u(·)) =
1
4
[x1(t1)−3]2 +σ max{3

4
[x2(t1)]2;

1∫
0

[x2(t)− s′(t)]2dt},

Fσ (x(·)) = 3
1∫

0

[x1(t)− s(t)]2dt +
3
4
[x2(t1)]2.


(5.19)

It is easy to see that Gσ (·), Fσ (·) are state-convex.
In order to verify the GOCs (4.6)–(4.7), according to Theorems 4.1, we have to find a pair

(y(·),β ), y(·) ∈ PC(T ), β ∈ IR, satisfying the equation (4.5): Fσ (y(·)) = β − ζ0, and some
control u(·) ∈U with which we intend to break down (4.7).

To this end, let us consider the control u∗(t) ≡ −4, which provides for the state x∗(·) =
(x∗1(·),x∗2(·)) ∈ AC2(T ) :

x∗2(t) =−4t, x∗2(1) =−4, x∗1(t) = 1−2t2, x∗1(1) =−1. (5.20)
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Further, one can compute the value J1(u∗) :

J1(u∗) :=
1∫

0

[x∗2(t)− s′(t)]2dt− 3
4
[x∗2(1)]

2 =

1∫
0

[−4t−2t]2dt− 3
4
[−4]2 =

1∫
0

36t2dt−12 = 0,


so that the process (x∗(·),u∗(·)) is feasible in Problem (5.11)–(5.13).

Now let us set σ := 1 and compute Gσ (x∗(·),u∗(·)).

Gσ (x∗(·),u∗(·)) =
1
4
[−1−3]2 +max{3

4
[−4]2;

1∫
0

[−4t−2t]2dt}=

= 4+max{12;
1∫

0

36t2dt}= 4+12 = 16.


(5.21)

Furthermore, we have to produce y(t) = (y1(·),y2(·)) ∈ PC(T ) (or AC2(T )) and β ∈ IR for
computing the term β + 〈〈∇Fσ (y(·)),x(·,u)− y(·)〉〉 in (4.7), where

〈〈∇Fσ (y(·)),x(·)〉〉=
3
2
〈y2(t1),x2(t1)〉+3

1∫
0

2〈y1(t)− s(t),x1(t)〉dt. (5.22)

Let us use further the function y(·) = (y1(t),y2(t)) ∈C(T ) given by the formulae

y1(t) = 1− 3
2

t2, y2(t) =−4t, y1(1) =−
1
2
, y2(1) =−4.

Then we get the next value of Fσ (y(·)) (see (5.19))

1
3

Fσ (y(·)) =
1∫

0

[1− 3
2

t2− t2−1]2dt +
1
4
[−4]2 = 4+

25
4

1∫
0

t4dt = 4+
5
4
= 5

1
4
, Fσ (y(·)) = 15

3
4

;

which provides the value of β (see (4.6))

β = Fσ (y(·))+ζ0 = 15
3
4
− 3

5
= 15

3
20

. (5.23)

Besides, thanks to (5.22), it allows us to compute the corresponding term in (4.7)

1
3
〈〈∇Fσ (y(·)),x∗(·)− y(·)〉〉= 1

2
〈y2(t1),x∗2(t1)− y2(t1)〉+2

1∫
0

〈y1(t)− t2−1,x∗1(t)− y1(t)〉dt =

=
1
2
〈−4,−4+4〉+2

1∫
0

(
−5

2
t2
)(
−1

2
t2
)

dt = 2 · 5
4
·

1∫
0

t4dt =
1
2
,

so that 〈〈∇Fσ (y(·)),x∗(·)−y(·)〉〉= 3
2

. Then from the latter chain, (5.21), and (5.23), it follows
that

Gσ (x∗(·),u∗(·)) = 16 < 16
13
20

= 15
3

20
+

3
2
= β + 〈〈∇Fσ (y(·)),x∗(·)− y(·)〉〉,
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so that the inequality (4.7) turns out to be broken down. Hence, in virtue of Theorems 4.1, it
means that the control u0(t)≡ 4 is not a global solution to the OC problem (5.11)–(5.13).

Moreover, it is confirmed by the next chain

J0(u∗)
4
=

1
4
[x∗1(1)−3]2−3

1∫
0

[x∗1(t)− s(t)]2dt =
1
4
[−1−3]2−3

1∫
0

[1−2t2− t2−1]2dt =

= 4−3
1∫

0

[−3t2]2dt = 4− 27
5

=−7
5
<−3

5
= ζ0

4
=J0(u0),

which shows us that the control u∗(t)≡−4 turned out to be better for the OC problem (5.11)–
(5.13) than the control u0(·) fulfilling the PMP (5.14)–(5.16). This example obviously demon-
strated the evident advantages of the GOCs of Theorems 4.1 and 5.1 with respect to the PMP
which is a particular case of the GOCs (4.5)–(4.6) (see Remark 4.5 and Example 4.4). #

6. SUFFICIENCY OF THE GOCS

In this section we look for a possibility to transform the necessary GOCs (4.5)–(4.6) into
some sufficient optimality conditions for the original Problem (P)–(2.7).

Theorem 6.1. Let for a feasible in Problem (P) process (z(·),w(·)), z(t)= x(t,w), t ∈T, w(·)∈
U , π(z(·),w(·)) = 0, the assumption (A0)–(5.2) takes place

(A0) : J0(x(·,v),v(·))> ζ − ε, ε > 0, (5.2′′)

with ζ = J0(z(·),w(·)) and a control v(·) ∈U .
Suppose, in addition, that some penalty parameter σ > 0 is given.
Besides, assume that for every pair (y(·),β ), β ∈ IR, y(·) ∈ ACn(T ), satisfying the equation

Fσ (y(·)) = β −ζ + ε, (5.3)

the following (principal) inequality holds true

Gσ (x(·,u),u)≥ β + 〈〈∇Fσ (y(·)),x(·,u)− y(·)〉〉 ∀u(·) ∈U . (6.1)

Then, the control w(·)∈U turns out to be an ε- globally optimal to Problem (Pσ )–(2.9),(2.10)
as well as to the original Problem (P)–(2.7).

Proof. (A) Supposing that despite of the assertion of Theorem 6.1, we found a control u(·)∈U ,
such that (x(·),u(·)) ∈F (P)), x(t) = x(t,u), t ∈ T, π(x(·),u(·)) = 0 and

Jσ (u)+ ε = J0(u)+ ε < J0(w) = J0(w)+σπ(z(·),w(·)) = Jσ (w),

meanwhile the conditions (5.3) and (6.1) take place.
Further on the proof completely coincides with the proof of Theorem 5.1 till the part (C).
(C) Because the pair (y(·),β ) ∈ ACn(T )× IR (constructed by the same manner as in parts (A)

and (B) of the proof of Theorem 5.1) satisfies the equation (5.3) and (x(·),u(·))∈F = F (P)),
x̄(t) = x(t, ū), t ∈ T the inequality (6.1) must hold with u(·), i.e.

0≥ β −Gσ (x(·),u(·))+ 〈〈∇Fσ (y(·)),x(·)− y(·)〉〉.
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Furthermore, employing the same transformations as in the proof of Theorem 5.1, the latter
inequality with the help of presentations (5.8′) and the assumption (A0)–(5.2′′) leads us to the
following absurdity

0≥ 1−α

α
[Jσ (x(·,v),v(·))−ζ + ε]> 0.

Therefore, the conjecture made in the beginning of the part (A) is incorrect. Hence, we obtain

J0(w) = Jσ (w)≤ Jσ (u)+ ε = J0(u)+ ε ∀u(·) ∈U : (x(·,u),u(·)) ∈F (P)),

which provides that w(·) is ε-globally optimal control to the original Problem (P)–(2.7). #

Remark 6.2. It is not difficult to point out that in Theorem 6.1 the value of penalty parameter
σ > 0 is not precise, but fixed. However, according to the assumptions of Theorem 6.1, the
process (z(·),w(·)) is feasible: Ji(w)≤ 0, i ∈ I, π(z(·),w(·)) = 0, which implies that the value
σ > 0 must be sufficiently large to ensure the feasibility of z(·),w(·)). The condition can be
guaranteed, say, during an implementation of a special local search method for Problem (Pσ )
(see [31]) with the help of corresponding stopping criteria [28, 29, 30, 31].

7. CONCLUSION

We addressed a nonconvex OC problem where the objective and inequality-constraints were
given by Bolza functionals, which have been represented by the difference of two state-convex
functions. Obviously such problem are nonconvex, i.e. may possess a large number of station-
ary (say, in the sense of the PMP) and local pitfalls. In order to avoid some singularities of the
problem, the original OC problem was reduced to an auxiliary penalized problem with the help
of Exact Penalization Theory.

Moreover this reduction enables us to represent the objective of the penalized problem as
the difference of two state-convex Bolza functionals. Using this property, we successfully de-
veloped the new Global Optimality Conditions (the GOC’s) having the co-called constructive
(algorithmic) property allowing to escape any local pitfall with improving of the cost functional:
once the GOC’s are violated, one has a feasible control which is better than this one in question.
It worth noting that first one got the necessary GOC’s (Theorem 4.1), and after that the sufficient
ones (Theorem 6.1).

But the principal value of the GOC’s consists in the crucial impact on the construction of
new local and global search methods and algorithms, based on the constructive property of
the GOC’s. A number of such methods and algorithms were developed not only for finite-
dimensional nonconvex problems [27, 29, 30, 31], where they demonstrated its effectiveness,
but also for OC problems of state-high-dimension cases (e.g. till 20×20: state×controls) [28].

This paper opened the way to attack the similar OC problems with inequality and equality
constraints [3, 4, 5, 9, 17, 20, 26, 38, 39], under condition to develop and substantiate corre-
sponding local and global search algorithms.
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