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#### Abstract

In this paper, an iterative algorithm to approximate a common solution of a finite family of minimization problems and fixed point problems of a finite family of demicontractive mappings in Hadamard manifolds is proposed. Under suitable conditions, some convergence theorems of the sequence generated by the algorithm to the common solution of the two problems in Hardmard manifolds are proved.
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## 1. Introduction

In 1970, Martinet [14] proposed and analyzed the proximal point algorithms (PPA) as a tool to solve the convex minimization problem. Later on, Rockafellar [18] modified the PPA and studied the convergence analysis of the PPA in Hilbert spaces. In this connection, see also the early papers by $[6,16]$.

Recently, many convergence results by the proximal point algorithm have been extended from the classical linear spaces to the setting of manifolds; see, e.g., $[1,2,3,4,7,8,9,10,11$, $13,15,20,21,22]$ and the references therein.

In 2002, Ferreira and Oliveira [11] considered the proximal point method to solve convex optimization problem in the setting of Hadamard manifolds. While, Li et al. [13] extended the proximal point method for finding a solution of the following problem $x^{*} \in B^{-1}(\mathbf{0})$, in the setting of Hadamard manifolds.

In 2020, Ansari and Babu [1] extended the proximal point method for solving the following inclusion problem $x^{*} \in(A+B)^{-1}(\mathbf{0})$ in the setting of Hadamard manifolds with $A$ being a

[^0]continuous monotone vector field and $B$ being a maximal monotone vector field defined on a closed bounded geodesic convex subset of a Hadamard manifold.

Recently, Chang et al. [8] proposed a new algorithm and proved that the sequence generalized by the algorithm converges strongly to a common element of the set of fixed points of a quasi-pseudo-contractive mapping and a demi-contraction mapping and the set of zeros of monotone inclusion problems on Hadamard manifolds. At the same time, Chang et al. [10] considered the inertial proximal point algorithm for finding a zero point of variational inclusions on Hadamard manifolds.

Inspired and motivated by these results, the purpose of this article is to propose an efficient iterative algorithm. Under suitable conditions, we prove that the sequence generated by our algorithm can approximate an element $x^{*}$ such that

$$
x^{*} \in \bigcap_{i=1}^{m}\left\{\arg \min _{y \in C} f_{i}(y)\right\} \bigcap_{i=1}^{m} F i x\left(T_{i}\right),
$$

where $f_{i}, i=1,2, \cdots, m$ is a finite family of proper geodesic convex and lower semi-continuous functions and $T_{i}, i=1,2, \cdots, m$ is a finite family of demicontractive mappings in Hadamard manifolds.

## 2. Preliminaries

In this section, we recall some notations, terminologies, and basic results from Riemannian manifold which can be found in any textbook on Riemannian geometry (see, for example, [20]).

Let $M$ be a finite dimensional differentiable manifold, and let $T_{p} M$ be the tangent space of $M$ at $p \in M$. We denote by $T M=\bigcup_{p \in M} T_{p} M$ the tangent bundle of $M$. An inner product $\langle\cdot, \cdot\rangle_{p}$ on $T_{p} M$ is called a Riemannian metric on $T_{p} M$. A tensor field $\langle\cdot, \cdot\rangle$ is said to be a Riemannian metric on $M$ if, for every $p \in M$, the tensor $\langle\cdot, \cdot\rangle_{p}$ is a Riemannian metric on $T_{p} M$. The corresponding norm to the inner product $\langle\cdot, \cdot\rangle_{p}$ on $T_{p} M$ is denoted by $\|\cdot\|_{p}$. We omit the subscript $p$ if there is no confusion occurs.

A differentiable manifold $M$ endowed with a Riemannian metric $\langle\cdot, \cdot\rangle$ is called a Riemannian manifold. The length of a piecewise smooth curve $\gamma:[0,1] \rightarrow M$ joining $p$ to $q$ (i.e., $\gamma(0)=p$ and $\gamma(1)=q)$ is defined as $L(\gamma)=\int_{0}^{1}\left\|\gamma^{\prime}(t)\right\| d t$. The Riemannian distance $d(p, q)$ is the minimal length over the set of all such curves joining $p$ to $q$, which induces the original topology on $M$.

A Riemannian manifold $M$ is complete if, for any $p \in M$, all geodesics emanating from $p$ are defined for all $t \in \mathbb{R}$. A geodesic joining p to q in $M$ is said to be a minimal geodesic if its length is equal to $d(p, q)$. A Riemannian manifold $M$ equipped with Riemannian distance $d$ is a metric space ( $M, d$ ). By Hopf-Rinow Theorem [20] if $M$ is complete then any pair of points in $M$ can be joined by a minimal geodesic. Moreover, $(M, d)$ is a complete metric space and bounded closed subsets are compact. If $M$ is a complete Riemannian manifold, then the exponential map $\exp _{p}: T_{p} M \rightarrow M$ at $p \in M$ is defined by $\exp _{p} v=\gamma_{v}(1, p)$ for all $v \in T_{p} M$, where $\gamma_{v}(\cdot, p)$ is the geodesic starting from $p$ with velocity $v$, that is, $\gamma_{v}(0, p)=p$ and $\gamma_{v}^{\prime}(0, p)=v$. It is known that $\exp _{p} t v=\gamma_{v}(t, p)$ for each real number $t$. It is easy to see that $\exp _{p} \mathbf{0}=\gamma_{v}(0, p)=p$, where $\mathbf{0}$ is the zero tangent vector. Note that the exponential map $\exp _{p}$ is differentiable on $T_{p} M$ for any $p \in M$. A complete simply connected Riemannian manifold of non-positive sectional curvature is called a Hadamard Manifold.

Let $M$ be a Hadamard manifold. Then, for any two points $x, y \in M$, there exists a unique normalized geodesic $\gamma:[0,1] \rightarrow M$ joining $x=\gamma(0)$ to $y=\gamma(1)$ which is in fact a minimal geodesic denoted by $\gamma(t)=\exp _{x} t \exp _{x}^{-1} y, \forall t \in[0,1]$, and, for any sequence $\left\{x_{n}\right\} \subset M$ with $x_{n} \rightarrow x_{0} \in M, \exp _{x_{n}}^{-1} y \rightarrow \exp _{x_{0}}^{-1} y$ and $\exp _{y}^{-1} x_{n} \rightarrow \exp _{y}^{-1} x_{0}$ for any $y \in M$; see [3].

The following inequalities can be proved easily.

## Lemma 2.1. Let $M$ be a finite dimensional Hadamard manifold.

(i) Let $\gamma:[0,1] \rightarrow M$ be a geodesic joining $x$ to $y$. Then

$$
d\left(\gamma\left(t_{1}\right), \gamma\left(t_{2}\right)\right)=\left|t_{1}-t_{2}\right| d(x, y), \forall t_{1}, t_{2} \in[0,1] ;
$$

(From now on $d(x, y)$ denotes the Riemannian distance).
(ii) for any $x, y, z, u, w \in M$ and $t \in[0,1]$, the following inequalities hold:

$$
\begin{gather*}
d\left(\exp _{x} t \exp _{x}^{-1} y, z\right) \leq(1-t) d(x, z)+t d(y, z) \\
d^{2}\left(\exp _{x} t \exp _{x}^{-1} y, z\right) \leq(1-t) d^{2}(x, z)+t d^{2}(y, z)-t(1-t) d^{2}(x, y) \tag{2.1}
\end{gather*}
$$

and

$$
d\left(\exp _{x} \operatorname{exx}_{x}^{-1} y, \exp _{u}\left(\exp _{u}^{-1} w\right) \leq(1-t) d(x, u)+t d(y, w)\right.
$$

Let $M$ be a Hadamard manifold. A subset $C \subset M$ is said to be geodesic convex if, for any two points $x$ and $y$ in $C$, the geodesic joining $x$ to $y$ is contained in $C$. In the sequel, unless otherwise specified, we always assume that $M$ is a finite dimensional Hadamard manifold, $C$ is a nonempty, closed, and geodesic convex set in $M$, and $\operatorname{Fix}(S)$ is the fixed point set of a mapping $S$.

A function $f: C \rightarrow(-\infty, \infty]$ is said to be geodesic convex if, for any geodesic $\gamma(\lambda)(0 \leq \lambda \leq 1)$ joining $x, y \in C$, the function $f \circ \gamma$ is convex, i.e.,

$$
f(\gamma(\lambda)) \leq \lambda f(\gamma(0))+(1-\lambda) f(\gamma(1))=\lambda f(x)+(1-\lambda) f(y) .
$$

Let $X$ be a complete metric space and $Q \subset X$ be a nonempty set. A sequence $\left\{x_{n}\right\} \subset X$ is called Fejér monotone with respect to $Q$ if for any $y \in Q$ and $n \geq 0, d\left(x_{n+1}, y\right) \leq d\left(x_{n}, y\right)$.

Lemma 2.2. [3,22] Let $X$ be a complete metric space, and let $Q \subset X$ be a nonempty set. If $\left\{x_{n}\right\} \subset X$ is Fejér monotone with respect to $Q$, then $\left\{x_{n}\right\}$ is bounded. Moreover, if a cluster point $x$ of $\left\{x_{n}\right\}$ belongs to $Q$, then $\left\{x_{n}\right\}$ converges to $x$.

Definition 2.3. A mapping $S: C \rightarrow C$ is said to be
(1) contractive if there exists a constant $k \in(0,1)$ such that

$$
d(S x, S y) \leq k d(x, y), \quad \forall x, y \in C
$$

If $k=1$, then $S$ is said to be nonexpansive;
(2) quasinonexpansive if $\operatorname{Fix}(S) \neq \emptyset$ and

$$
d(S x, p) \leq d(x, p), \forall p \in F i x(S), x \in C
$$

(3) firmly nonexpansive [2] if, for all $x, y \in C$, the function $\phi:[0,1] \rightarrow[0, \infty]$ defined by

$$
\phi(t):=d\left(\exp _{x} t \exp _{x}^{-1} S x, \exp _{y} t \exp _{y}^{-1} S y\right), \forall t \in[0,1]
$$

is nonincreasing.
(4) $k$-demicontractive [8] if $\operatorname{Fix}(T) \neq \emptyset$ and there exists a constant $k \in[0 ; 1)$ such that

$$
d^{2}(S x, p) \leq d^{2}(x, p)+k d^{2}(x, S x), \forall x \in X, p \in F i x(S)
$$

Let $S: C \rightarrow C$ be a mapping. Then the following statements are equivalent; see [2].
(i) $S$ is firmly nonexpansive;
(ii) for any $x, y \in C$ and $t \in[0,1], d(S(x), S(y)) \leq d\left(\exp _{x} t \exp _{x}^{-1} S x, \exp _{y} t \exp _{y}^{-1} S y\right)$;
(iii) for any $x, y \in C,\left\langle\exp _{S(x)}^{-1} S(y), \exp _{S(x)}^{-1} x\right\rangle+\left\langle\exp _{S(y)}^{-1} S(x), \exp _{S(y)}^{-1} y\right\rangle \leq 0$.

Lemma 2.4. [8] If $S: C \rightarrow C$ is a firmly nonexpansive mapping and $F i x(S) \neq \emptyset$, then, for any $x \in C$ and $p \in \operatorname{Fix}(S)$, the following conclusion holds:

$$
\begin{equation*}
d^{2}(S x, p) \leq d^{2}(x, p)-d^{2}(S x, x) \tag{2.2}
\end{equation*}
$$

More information on firmly nonexpansive mappings can be found, for example, in [5, 19].
Remark 2.5. From Definition 2.3 and Lemma 2.4, it is easy to see that if $\operatorname{Fix}(S) \neq \emptyset$, then the following implications hold:

$$
\begin{aligned}
& \text { S is firmly nonexpansive } \Longrightarrow S \text { is nonexpansive } \\
\Longrightarrow & \text { is quasinonexpansive } \Longrightarrow S \text { is demicontractive },
\end{aligned}
$$

but the converse is not true. Moreover, the class of demicontractive mappings have more powerful applications in solving mean geodesic problems; see, e.g., [12, 17].

Now we collect some basic concepts related to theory of geodesic convex optimization in Hadamard manifolds.

A function $f$ defined on $C$ is said to be lower semi-continuous (lsc) at a point $x \in C$ if $f(x) \leq$ $\liminf _{n \rightarrow \infty} f\left(x_{n}\right)$ for each sequence $x_{n} \rightarrow x$. A function $f$ is said to be lower semi-continuous on $C$ if it is lsc at any point in $C$. A geodesic convex minimization problem together with the fixed point problem of a $k$-demicontractive mapping is defined as follows:

$$
\text { find } x \in C \text { such that } f(x)=\min _{y \in C} f(y), \text { and } x=T x
$$

The solution set of the geodesic convex minimization problem is denoted by

$$
\arg \min _{y \in C} f(y)=\left\{x \in C: f(x)=\min _{y \in C} f(y)\right\}
$$

Lemma 2.6. [3] Let $f: C \rightarrow(-\infty, \infty$ ] be a proper geodesic convex and lower semi-continuous function. For any $\lambda>0$, define the Moreau-Yosida resolvent of $f$ in Hadamard manifold $M$ as

$$
J_{\lambda}^{f}(x)=\arg \min _{y \in C}\left[f(y)+\frac{1}{2 \lambda} d^{2}(y, x)\right], \quad \forall x \in C
$$

Then (i) the set Fix $\left(J_{\lambda}^{f}\right)$ of fixed points of the resolvent of $f$ coincides with the set argmin ${ }_{y \in C} f(y)$ of minimizers of $f$, and, for any $\lambda>0$, the resolvent $J_{\lambda}^{f}$ of $f$ is a firmly nonexpansive mapping. Hence it is nonexpansive;
(ii) In addition, if $\operatorname{Fix}\left(J_{\lambda}^{f}\right) \neq \emptyset$, then we have from (2.2) that

$$
d^{2}\left(J_{\lambda}^{f} x, p\right) \leq d^{2}(x, p)-d^{2}\left(J_{\lambda}^{f} x, x\right), \forall x \in C, p \in \operatorname{Fix}\left(J_{\lambda}^{f}\right)
$$

Recall that a mapping $S: C \rightarrow C$ is said to be demiclosed at $\mathbf{0}$ if for any bounded sequence $\left\{x_{n}\right\} \subset C$ with $x_{n} \rightarrow x^{*} \in C$ and $d\left(x_{n}, S x_{n}\right) \rightarrow 0$, then $\left.x^{*} \in F i x(S)\right)$. One remarks that it is easy to see that each nonexpansive mapping from $C$ to $C$ is demiclosed at $\mathbf{0}$.

Lemma 2.7. Let $C$ be a nonempty closed and convex subset of a Hadamard manifold $M$.
(1) If $T: C \rightarrow C$ is a $k$-demicontractive mappings with $0 \leq k \leq \delta<1$, then the mapping $K: C \rightarrow C$ defined by, $K(x):=\exp _{x}(1-\delta) \exp _{x}^{-1} T x, \forall x \in C$ is a quasinonexpansive mapping and $\operatorname{Fix}(K)=\operatorname{Fix}(T)$.
(2) In addition, if $T$ is demiclosed at $\mathbf{0}$, then $K$ is also demiclosed at $\mathbf{0}$.

Proof. (1) It is easy to prove that $\operatorname{Fix}(T)=F i x(K)$. By the assumption, $T$ is a $k$-demicontractive mappings. Hence $\operatorname{Fix}(T) \neq \emptyset$, and $\operatorname{Fix}(K) \neq \emptyset$. Now we prove that $K: C \rightarrow C$ is a quasinonexpansive mapping. Indeed, for any $p \in F i x(K)$ and $x \in C$, it follows from (2.1) that

$$
\begin{aligned}
d^{2}(K x, p) & \leq \delta d^{2}(p, x)+(1-\boldsymbol{\delta}) d^{2}(T x, p)-\boldsymbol{\delta}(1-\boldsymbol{\delta}) d^{2}(x, T x) \\
& \leq \delta d^{2}(p, x)+(1-\boldsymbol{\delta})\left\{d^{2}(x, p)+k d^{2}(x, T x)\right\}-\delta(1-\delta) d^{2}(x, T x) \\
& \leq d^{2}(p, x)(\text { due to } k \leq \boldsymbol{\delta})
\end{aligned}
$$

i.e., $K: C \rightarrow C$ is a quasinonexpansive mapping.
(2) Now we prove that the mapping $K$ is demiclosed at zero.

In fact, for any bounded sequence $\left\{x_{n}\right\}$ in $C$ such that $\lim x_{n}=p$ and $\lim _{n \rightarrow \infty} d\left(x_{n}, K x_{n}\right)=0$, we have

$$
d\left(x_{n}, K x_{n}\right)=d\left(x_{n}, \exp _{x_{n}}(1-\delta) \exp _{x_{n}}^{-1} T x_{n}\right)=(1-\delta) d\left(x_{n}, T x_{n}\right) \rightarrow 0
$$

Since $T$ is demiclosed at zero. Thus $T p=p$. Since $\operatorname{Fix}(T)=\operatorname{Fix}(K)$, this implies that $K p=p$. Hence $K$ is demiclosed at zero. The conclusion is proved.

Lemma 2.8. [4] Let $M$ be a Hadamard manifold and $f: M \rightarrow(-\infty,+\infty$ ] be a proper geodesic convex and lsc function. Then, the following inequality holds:

$$
d\left(J_{\lambda}^{f}(x), J_{\mu}^{f}(x) \leq \frac{|\lambda-\mu|}{\lambda} d\left(u, J_{\lambda}^{f}(x)\right), \forall \lambda>0, \mu>0\right.
$$

## 3. Main Results

Throughout this section, we assume that
(1) $M$ is a finite dimensional Hadamard manifold, and $C$ is a nonempty closed and geodesic convex subset of $M$.
(2) $f_{i}: C \rightarrow \mathbb{R}, i=1,2, \cdots, m$ is a proper geodesic convex and lower semi-continuous function. For given sequence $\left\{\lambda_{n}\right\}, \lambda_{n} \geq \lambda>0$, define the Moreau-Yosida resolvent of $f_{i}$ in $C$ by

$$
J_{\lambda_{n}}^{f_{i}}(x)=\arg \min _{y \in C}\left(f_{i}(y)+\frac{1}{2 \lambda_{n}} d^{2}(y, x)\right), i==1,2, \cdots, m
$$

Denote by

$$
S_{\lambda_{n}}^{i}:=J_{\lambda_{n}}^{f_{i}} \circ J_{\lambda_{n}}^{f_{i-1}} \circ \cdots \circ J_{\lambda_{n}}^{f_{2}} \circ J_{\lambda_{n}}^{f_{1}}, i=1,2, \cdots, m
$$

(3) $T_{i}: C \rightarrow C, i=1,2, \cdots, m$ is a $k$-demicontractive mapping with $0 \leq k \leq \delta<1$, $i=$ $1,2, \cdots, m$, and $T_{i}$ is demiclosed at zero;

Denote by

$$
K_{i}(x):=\exp _{x}(1-\delta) \exp _{x}^{-1} T_{i} x, x \in C, i=1,2, \cdots, m .
$$

We are now in a position to give the following main result of this article.
Theorem 3.1. Let $M, C,\left\{f_{i}\right\}_{i=1}^{m},\left\{T_{i}\right\}_{i=1}^{m},\left\{J_{\lambda_{n}}^{f_{i}}\right\}_{i=1}^{m},\left\{S_{\lambda_{n}}^{i}\right\}_{i=1}^{m},\left\{K_{i}\right\}_{i=1}^{m}$ be the same as above. For any given $x_{0} \in C$, let $\left\{x_{n}\right\},\left\{u_{n}\right\}$, and $\left\{y_{n}^{(i)}\right\}, i=1,2, \cdots, m-1$ be the sequences generated by

$$
\left\{\begin{array}{l}
(a) u_{n}=S_{\lambda_{n}}^{m}\left(x_{n}\right)  \tag{3.1}\\
(b) y_{n}^{(1)}=\exp _{u_{n}} \beta_{n}^{(1)} \exp _{u_{n}}^{-1} K_{1} u_{n} \\
(c) y_{n}^{(i)}=\exp _{u_{n}} \beta_{n}^{(i)} \exp _{u_{n}}^{-1} K_{i} y_{n}^{(i-1)}, i=2,3, \cdots, m-1, \\
(d) x_{n+1}=\exp _{u_{n}} \alpha_{n} \exp _{u_{n}}^{-1} K_{m} y_{n}^{(m-1)}
\end{array}\right.
$$

where $\left\{\alpha_{n}\right\}$ and $\left\{\beta_{n}^{(i)}\right\}, i=1,2, \cdots, m-1$, are sequences in $(0,1)$. If the set

$$
\Omega:=\bigcap_{i=1}^{m}\left\{\arg \min _{y \in C} f_{i}(y)\right\} \bigcap \bigcap_{i=1}^{m} F i x\left(T_{i}\right) \neq \emptyset,
$$

and there exists $a, b \in(0,1)$ such that

$$
\text { (A) } 0<a \leq \alpha_{n}, \beta_{n}^{(i)}<b<1, \forall n \geq 0 \text { and } i=1,2, \cdots, m-1 \text {, }
$$

then there exists $x^{*} \in \Omega$ such that $\left\{x_{n}\right\}$ converges to $x^{*}$ which is a common minimization of $\left\{f_{i}\right\}_{i=1}^{m}$, as well as it also a common fixed point of $\left\{T_{i}\right\}_{i=1}^{m}$ in $C$.

Proof. (I) From Lemma 2.6 and Lemma 2.7, we know that
(1) if $p \in \Omega$, then $p \in \bigcap_{i=i}^{m} F i x\left(T_{i}\right)$, $p$ is a common minimizer of $\left\{f_{i}\right\}_{i=1}^{m}$, and $p \in \bigcap_{i=1}^{m} F i x\left(J_{\lambda_{n}}^{f_{i}}\right)$;
(2) for each $i=1,2, \cdots, m$, $\operatorname{Fix}\left(K_{i}\right)=F i x\left(T_{i}\right), K_{i}$ is a quasinonexpansive mapping, and demiclosed at zero. Moreover, $\operatorname{Fix}\left(T_{i}\right)$ is a closed convex subset of $C$.
(II) Prove that $\left\{x_{n}\right\}$ is Fejér monotone with respect to $\Omega$.

In fact, for each $i=1,2, \cdots, m, J_{\lambda_{n}}^{f_{i}}$ is nonexpansive. Thus $S_{\lambda}^{m}$ is also nonexpansive. Letting $p \in \Omega$, we have

$$
\begin{equation*}
d\left(u_{n}, p\right)=d\left(S_{\lambda_{n}}^{m}\left(x_{n}\right), S_{\lambda_{n}}^{m}(p)\right) \leq d\left(x_{n}, q\right) \tag{3.2}
\end{equation*}
$$

By Lemma 2.7, for each $i=1, \cdots, m, K_{i}$ is quasinonexpansive. From (3.1), (3.2) and Lemma 2.1, we have

$$
\begin{aligned}
d\left(y_{n}^{(1)}, p\right) & \leq\left(1-\beta_{n}^{(1)}\right) d\left(u_{n}, p\right)+\beta_{n}^{(1)} d\left(K_{1} u_{n}, p\right) \\
& \leq\left(1-\beta_{n}^{(1)}\right) d\left(u_{n}, p\right)+\beta_{n}^{(1)} d\left(u_{n}, p\right) \\
& =d\left(u_{n}, p\right) \leq d\left(x_{n}, p\right)
\end{aligned}
$$

which in turn implies that

$$
\begin{aligned}
d\left(y_{n}^{(2)}, p\right) & \leq\left(1-\beta_{n}^{(2)}\right) d\left(u_{n}, p\right)+\beta_{n}^{(2)} d\left(K_{2} y_{n}^{(1)}, p\right) \\
& \leq\left(1-\beta_{n}^{(2)}\right) d\left(u_{n}, p\right)+\beta_{n}^{(2)} d\left(y_{n}^{(1)}, p\right) \\
& \leq d\left(u_{n}, p\right) \leq d\left(x_{n}, p\right) .
\end{aligned}
$$

Similarly, for each $i=3, \cdots, m-1$ we can prove that

$$
\begin{aligned}
d\left(y_{n}^{(i)}, p\right) & \leq\left(1-\beta_{n}^{(i)}\right) d\left(u_{n}, p\right)+\beta_{n}^{(i)} d\left(K_{i} y_{n}^{(i-1)}, p\right) \\
& \leq\left(1-\beta_{n}^{(i)}\right) d\left(u_{n}, p\right)+\beta_{n}^{(i)} d\left(y_{n}^{(i-1)}, p\right) \\
& =d\left(u_{n}, p\right) \leq d\left(x_{n}, p\right)
\end{aligned}
$$

On the other hand, it follows from (3.1), (3.2), and Lemma 2.1 that

$$
\begin{align*}
d\left(x_{n+1}, p\right) & \left.\leq\left(1-\alpha_{n}\right) d\left(u_{n}, p\right)+\alpha_{n} d\left(K_{m} y_{n}^{(m-1)}, p\right)\right\} \\
& \leq\left(1-\alpha_{n}\right) d\left(u_{n}, p\right)+\alpha_{n} d\left(y_{n}^{(m-1)}, p\right)  \tag{3.3}\\
& \leq d\left(u_{n}, p\right) \leq d\left(x_{n}, p\right), \forall n \geq 0 .
\end{align*}
$$

This shows that $\left\{d\left(x_{n}, p\right)\right\}$ is decreasing and bounded below, and then the limit $\lim _{n \rightarrow \infty} d\left(x_{n}, p\right)$ exists for each $p \in \Omega$. This indicates that $\left\{x_{n}\right\}$ is Fejér monotone with respect to $\Omega$. Hence the sequence $\left\{x_{n}\right\}$ is bounded, so are $\left\{u_{n}\right\}$ and $\left\{y_{n}^{(i)}\right\}, i=1,2, \cdots, m-1$.
(III) Prove that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(x_{n}, u_{n}\right)=\lim _{n \rightarrow \infty} d\left(x_{n}, S_{\lambda_{n}}^{m} x_{n}\right)=0 \tag{3.4}
\end{equation*}
$$

In fact, it follows from (3.3) and Lemma 2.6 (ii) that, for any given $p \in \Omega$,

$$
\begin{aligned}
d^{2}\left(u_{n}, S_{\lambda_{n}}^{m-1} x_{n}\right) & \leq d^{2}\left(S_{\lambda_{n}}^{m-1} x_{n}, p\right)-d^{2}\left(u_{n}, p\right) \\
& \leq d^{2}\left(x_{n}, p\right)-d^{2}\left(u_{n}, p\right) \\
& \leq d^{2}\left(x_{n}, p\right)-d^{2}\left(x_{n+1}, p\right)
\end{aligned}
$$

Thus $\lim _{n \rightarrow \infty} d\left(u_{n}, S_{\lambda_{n}}^{m-1} x_{n}\right)=0$. Similarly, by using the same method, we can prove that

$$
\lim _{n \rightarrow \infty} d\left(S_{\lambda_{n}}^{m-i} x_{n}, S_{\lambda_{n}}^{m-(i+1)} x_{n}\right)=0, \quad i=0,1,2, \cdots m-1
$$

Hence,

$$
\begin{aligned}
d\left(u_{n}, x_{n}\right)= & d\left(S_{\lambda_{n}}^{m} x_{n}, x_{n}\right) \\
\leq & d\left(S_{\lambda_{n}}^{m} x_{n}, S_{\lambda_{n}}^{m-1} x_{n}\right)+d\left(S_{\lambda_{n}}^{m-1} x_{n}, S_{\lambda_{n}}^{m-2} x_{n}\right) \\
& +\cdots+d\left(S_{\lambda_{n}}^{2} x_{n}, S_{\lambda_{n}}^{1} x_{n}\right)+d\left(S_{\lambda_{n}}^{1} x_{n}, x_{n}\right) \rightarrow 0(n \rightarrow \infty) .
\end{aligned}
$$

The conclusion (3.4) is proved.
(IV) Prove that

$$
\left\{\begin{array}{l}
\text { (a) } \lim _{n \rightarrow \infty} d\left(u_{n}, K_{1} u_{n}\right)=0 ;  \tag{3.5}\\
\text { (b) } \\
\lim _{n \rightarrow \infty} d\left(y_{n}^{(i-1)}, K_{i} y_{n}^{(i-1)}\right)=0, i=2,3, \cdots, m ; \\
(c) \\
\lim _{n \rightarrow \infty} d\left(S_{\lambda_{n}}^{m}\left(x_{n}\right), x_{n}\right)=0 .
\end{array}\right.
$$

Indeed, it follows from (2.1), (3.1), and condition (A) that

$$
\begin{aligned}
d^{2}\left(y_{n}^{(1)}, p\right) & \leq\left(1-\beta_{n}^{(1)}\right) d^{2}\left(u_{n}, p\right)+\beta_{n}^{(1)} d^{2}\left(K_{1} u_{n}, p\right)-\beta_{n}^{(1)}\left(1-\beta_{n}^{(1)}\right) d^{2}\left(u_{n}, K_{1} u_{n}\right) \\
& \leq\left(1-\beta_{n}^{(1)}\right) d^{2}\left(u_{n}, p\right)+\beta_{n}^{(1)} d^{2}\left(u_{n}, p\right)-\beta_{n}^{(1)}\left(1-\beta_{n}^{(1)}\right) d^{2}\left(u_{n}, K_{1} u_{n}\right) \\
& =d^{2}\left(u_{n}, p\right)-\beta_{n}^{(1)}\left(1-\beta_{n}^{(1)}\right) d^{2}\left(u_{n}, K_{1} u_{n}\right) \\
& \leq d^{2}\left(u_{n}, p\right)-a(1-b) d^{2}\left(u_{n}, K_{1} u_{n}\right) .
\end{aligned}
$$

This together with (2.1) and (3.1) yields

$$
\begin{aligned}
d^{2}\left(y_{n}^{(2)}, p\right) \leq & \left(1-\beta_{n}^{(2)}\right) d^{2}\left(u_{n}, p\right)+\beta_{n}^{(2)} d^{2}\left(K_{2} y_{n}^{(1)}, p\right)-\beta_{n}^{(2)}\left(1-\beta_{n}^{(2)}\right) d^{2}\left(u_{n}, K_{2} y_{n}^{(1)}\right) \\
\leq & \left(1-\beta_{n}^{(2)}\right) d^{2}\left(u_{n}, p\right)+\beta_{n}^{(2)} d^{2}\left(y_{n}^{(1)}, p\right)-\beta_{n}^{(2)}\left(1-\beta_{n}^{(2)}\right) d^{2}\left(u_{n}, K_{2} y_{n}^{(1)}\right) \\
\leq & \left(1-\beta_{n}^{(2)}\right) d^{2}\left(u_{n}, p\right)+\beta_{n}^{(2)}\left\{d^{2}\left(u_{n}, p\right)-a(1-b) d^{2}\left(u_{n}, K_{1} u_{n}\right)\right\} \\
& -\beta_{n}^{(2)}\left(1-\beta_{n}^{(2)}\right) d^{2}\left(u_{n}, K_{2} y_{n}^{(1)}\right) \\
\leq & d^{2}\left(u_{n}, p\right)-a^{2}(1-b) d^{2}\left(u_{n}, K_{1} u_{n}\right)-\beta_{n}^{(2)}\left(1-\beta_{n}^{(2)}\right) d^{2}\left(u_{n}, K_{2} y_{n}^{(1)}\right) \\
\leq & d^{2}\left(u_{n}, p\right)-a^{2}(1-b) d^{2}\left(u_{n}, K_{1} u_{n}\right)-a(1-b) d^{2}\left(u_{n}, K_{2} y_{n}^{(1)}\right) .
\end{aligned}
$$

Similarly, by using the same method, we can prove that, for each $i=3,4, \cdots, m-1$,

$$
\begin{aligned}
d^{2}\left(y_{n}^{(i-1)}, p\right) \leq & \left(1-\beta_{n}^{(i-1)}\right) d^{2}\left(u_{n}, p\right)+\beta_{n}^{(i-1)} d^{2}\left(K_{i-1} y_{n}^{(i-2)}, p\right) \\
& -\beta_{n}^{(i-1)}\left(1-\beta_{n}^{(i-1)}\right) d^{2}\left(u_{n}, K_{i-1} y_{n}^{(i-2)}\right) \\
\leq & \left(1-\beta_{n}^{(i-1)}\right) d^{2}\left(u_{n}, p\right)+\beta_{n}^{(i-1)} d^{2}\left(y_{n}^{(i-2)}, p\right) \\
& -\beta_{n}^{(i-1)}\left(1-\beta_{n}^{(i-1)}\right) d^{2}\left(u_{n}, K_{i-1} y_{n}^{(i-2)}\right) \\
\leq & d^{2}\left(u_{n}, p\right)-a^{(i-1)}(1-b) d^{2}\left(u_{n}, K_{1} u_{n}\right) \\
& -a^{i-2}(1-b) d^{2}\left(u_{n}, K_{2} y_{n}^{(1)}\right)-a^{i-3}(1-b) d^{2}\left(u_{n}, K_{3} y_{n}^{(2)}\right)-\cdots \\
& -a^{1}(1-b) d^{2}\left(u_{n}, K_{(i-1)} y_{n}^{(i-2)}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
d^{2}\left(y_{n}^{(i)}, p\right) \leq & \left(1-\beta_{n}^{(i)}\right) d^{2}\left(u_{n}, p\right)+\beta_{n}^{(i)} d^{2}\left(K_{i} y_{n}^{(i-1)}, p\right)-\beta_{n}^{(i)}\left(1-\beta_{n}^{(i)}\right) d^{2}\left(u_{n}, K_{i} y_{n}^{(i-1)}\right) \\
\leq & \left(1-\beta_{n}^{(i)}\right) d^{2}\left(u_{n}, p\right)+\beta_{n}^{(i)} d^{2}\left(y_{n}^{(i-1)}, p\right)-\beta_{n}^{(i)}\left(1-\beta_{n}^{(i)}\right) d^{2}\left(u_{n}, K_{i} y_{n}^{(i-1)}\right) \\
\leq & \left(1-\beta_{n}^{(i)}\right) d^{2}\left(u_{n}, p\right)+\beta_{n}^{(i)}\left\{d^{2}\left(u_{n}, p\right)-a^{(i-1)}(1-b) d^{2}\left(u_{n}, K_{1} u_{n}\right)\right. \\
& -a^{i-2}(1-b) d^{2}\left(u_{n}, K_{2} y_{n}^{(1)}\right)-a^{i-3}(1-b) d^{2}\left(u_{n}, K_{3} y_{n}^{(2)}\right)-\cdots \\
& \left.-a^{2}(1-b) d^{2}\left(u_{n}, K_{(i-1)} y_{n}^{(i-2)}\right)\right\}-a(1-b) d^{2}\left(u_{n}, K_{i} y_{n}^{(i-1)}\right) \\
\leq & d^{2}\left(u_{n}, p\right)-a^{(i)}(1-b) d^{2}\left(u_{n}, K_{1} u_{n}\right)-a^{i-1}(1-b) d^{2}\left(u_{n}, K_{2} y_{n}^{(1)}\right) \\
& -a^{i-2}(1-b) d^{2}\left(u_{n}, K_{3} y_{n}^{(2)}\right)-\cdots-a^{2}(1-b) d^{2}\left(u_{n}, K_{(i-1)} y_{n}^{(i-2)}\right) \\
& -a(1-b) d^{2}\left(u_{n}, K_{i} y_{n}^{(i-1)}\right)
\end{aligned}
$$

On the other hand, one obtains from (2.1) and (3.1) that

$$
\begin{aligned}
d^{2}\left(x_{n+1}, p\right) \leq & \left(1-\alpha_{n}\right) d^{2}\left(u_{n}, p\right)+\alpha_{n} d^{2}\left(K_{m} y_{n}^{(m-1)}, p\right)-\alpha_{n}\left(1-\alpha_{n}\right) d^{2}\left(u_{n}, K_{m} y_{n}^{(m-1)}\right) \\
\leq & \left(1-\alpha_{n}\right) d^{2}\left(u_{n}, p\right)+\alpha_{n} d^{2}\left(y_{n}^{(m-1)}, p\right)-\alpha_{n}\left(1-\alpha_{n}\right) d^{2}\left(u_{n}, K_{m} y_{n}^{(m-1)}\right) \\
\leq & \left(1-\alpha_{n}\right) d^{2}\left(u_{n}, p\right)+\alpha_{n}\left\{d^{2}\left(u_{n}, p\right)-a^{(m-1)}(1-b) d^{2}\left(u_{n}, K_{1} u_{n}\right)\right. \\
& -a^{m-2}(1-b) d^{2}\left(u_{n}, K_{2} y_{n}^{(1)}\right) \\
& -a^{m-3}(1-b) d^{2}\left(u_{n}, K_{3} y_{n}^{(2)}\right)-\cdots-a^{2}(1-b) d^{2}\left(u_{n}, K_{(m-2)} y_{n}^{(m-3)}\right) \\
& \left.-a(1-b) d^{2}\left(u_{n}, K_{m} y_{n}^{(m-2)}\right)\right\}-\alpha_{n}\left(1-\alpha_{n}\right) d^{2}\left(u_{n}, K_{m} y_{n}^{(m-1)}\right) \\
\leq & d^{2}\left(u_{n}, p\right)-a^{(m)}(1-b) d^{2}\left(u_{n}, K_{1} u_{n}\right)-a^{m-1}(1-b) d^{2}\left(u_{n}, K_{2} y_{n}^{(1)}\right) \\
& -a^{m-2}(1-b) d^{2}\left(u_{n}, K_{3} y_{n}^{(2)}\right)-\cdots-a^{3}(1-b) d^{2}\left(u_{n}, K_{(m-2)} y_{n}^{(m-3)}\right) \\
& \left.-a^{2}(1-b) d^{2}\left(u_{n}, K_{m-1} y_{n}^{(m-2)}\right)\right\}-a(1-b) d^{2}\left(u_{n}, K_{m} y_{n}^{(m-1)}\right) .
\end{aligned}
$$

This implies that

$$
\begin{aligned}
& a^{(m)}(1-b) d^{2}\left(u_{n}, K_{1} u_{n}\right)+a^{m-1}(1-b) d^{2}\left(u_{n}, K_{2} y_{n}^{(1)}\right)+a^{m-2}(1-b) d^{2}\left(u_{n}, K_{3} y_{n}^{(2)}\right) \\
& +\cdots+a^{3}(1-b) d^{2}\left(u_{n}, K_{(m-2)} y_{n}^{(m-3)}\right)+a^{2}(1-b) d^{2}\left(u_{n}, K_{m} y_{n}^{(m-2)}\right) \\
& \quad+a(1-b) d^{2}\left(u_{n}, K_{m} y_{n}^{(m-1)}\right) \\
& \leq d^{2}\left(u_{n}, p\right)-d^{2}\left(x_{n+1}, p\right) \leq d^{2}\left(x_{n}, p\right)-d^{2}\left(x_{n+1}, p\right) \rightarrow 0(\text { as } n \rightarrow \infty)
\end{aligned}
$$

which further yields that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d^{2}\left(u_{n}, K_{1} u_{n}\right)=0 ; \quad \lim _{n \rightarrow \infty} d^{2}\left(u_{n}, K_{i} y_{n}^{(i-1)}\right)=0, i=2,3, \cdots, m \tag{3.6}
\end{equation*}
$$

In view of (3.1), (3.6), and Lemma 2.1, for each $i=2,3, \cdots, m-1$, we have that

$$
\begin{align*}
& d\left(y_{n}^{(1)}, u_{n}\right)=d\left(\exp _{u_{n}} \beta_{n}^{(1)} \exp _{u_{n}}^{-1} K_{1} u_{n}, u_{n}\right) \leq \beta_{n}^{(1)} d\left(K_{1} u_{n}, u_{n}\right) \leq \operatorname{ad}\left(K_{1} u_{n}, u_{n}\right) \rightarrow 0 \\
& d\left(y_{n}^{(i)}, u_{n}\right)=d\left(\exp _{u_{n}} \beta_{n}^{(i)} \exp _{u_{n}}^{-1} K_{i} y_{n}^{(i-1)}, u_{n}\right) \leq \beta_{n}^{(i)} d\left(K_{i} y_{n}^{(i-1)}, u_{n}\right) \leq \operatorname{ad}\left(K_{i} y_{n}^{(i-1)}, u_{n}\right) \rightarrow 0 . \tag{3.7}
\end{align*}
$$

Thus it follows from (3.4), (3.6), and (3.7) that

$$
\begin{cases}(a) & \lim _{n \rightarrow \infty} d\left(u_{n}, K_{1} u_{n}\right)=0 \\ (b) & \lim _{n \rightarrow \infty} d\left(y_{n}^{(i-1)}, K_{i} y_{n}^{(i-1)}\right)=0, i=2,3, \cdots, m \\ (c) & \lim _{n \rightarrow \infty} d\left(S_{\lambda_{n}}^{m}\left(x_{n}\right), x_{n}\right)=0\end{cases}
$$

The conclusion (3.5) is proved.
(V) Prove that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(x_{n}, S_{\lambda}^{m}\left(x_{n}\right)\right)=0, \lambda_{n} \geq \lambda \tag{3.8}
\end{equation*}
$$

In fact, by the assumption that $\lambda_{n} \geq \lambda>0$. Thanks to Lemma 2.8, we obtain from (3.5) (c) that

$$
\begin{aligned}
d\left(x_{n}, S_{\lambda}^{m}\left(x_{n}\right)\right) & \leq d\left(x_{n}, S_{\lambda_{n}}^{m}\left(x_{n}\right)\right)+d\left(S_{\lambda_{n}}^{m}\left(x_{n}\right), S_{\lambda}^{m}\left(x_{n}\right)\right) \\
& =\left(1+\frac{\lambda_{n}-\lambda}{\lambda_{n}}\right) d\left(x_{n}, S_{\lambda_{n}}^{m}\left(x_{n}\right)\right) \\
& \leq 2 d\left(x_{n}, S_{\lambda_{n}}^{m} x_{n}\right) \rightarrow 0(\text { as } n \rightarrow \infty) .
\end{aligned}
$$

The conclusion (3.8) is proved.
(VI) Finally, we prove that $\left\{x_{n}\right\}$ converges to some point in $\Omega$

In fact, in (II) we have proved that $\left\{x_{n}\right\}$ is a bounded sequence in $C$, and it is also Fejér monotone with respect to $\Omega$. By Lemma 2.2, in order to prove $\left\{x_{n}\right\}$ converges to some point in $\Omega$, it suffices to prove that there exists a cluster point of $\left\{x_{n}\right\}$ belongs to $\Omega$. Indeed, let $x^{*}$ be a cluster point of $\left\{x_{n}\right\}$. Then there exists a subsequence $\left\{x_{n_{j}}\right\}$ of $\left\{x_{n}\right\}$ such that $\lim _{j \rightarrow \infty} x_{n_{j}}=x^{*}$. By (3.4) and (3.7), $d\left(x_{n}, u_{n}\right) \rightarrow 0$, and $d\left(y_{n}^{(i)}, u_{n}\right) \rightarrow 0, i=1,2, \cdots, m-1$. These imply that $\lim _{j \rightarrow \infty} u_{n_{j}}=x^{*}$ and $\lim _{j \rightarrow \infty} y_{n_{j}}^{(i)}=x^{*}, i=1,2, \cdots, m-1$.

On the other hand, by (3.7), $d\left(u_{n_{j}}, K_{1} u_{n_{j}}\right) \rightarrow 0, d\left(y_{n_{j}}^{(i)}, K_{i} y_{n_{j}}^{(i)}\right) \rightarrow 0$, and $d\left(S_{\lambda}^{m}\left(x_{n_{j}}\right), x_{n_{j}}\right) \rightarrow 0$ as $j \rightarrow \infty$. Since $S_{\lambda}^{m}$ is a nonexpansive mapping, it is demiclosed at zero. Also in (I) we have proved that $K_{i}, i=1,2, \cdots, m$ all are demiclosed at zero, which implies that

$$
x^{*} \in \bigcap_{i=1}^{m} F i x\left(K_{i}\right) \bigcap \operatorname{Fix}\left(S_{\lambda}^{m}\right) .
$$

In order to prove that $x^{*} \in \Omega$, it should be proved that $\operatorname{Fix}\left(S_{\lambda}^{m}\right)=\bigcap_{i=1}^{m} F i x\left(J_{\lambda}^{f_{i}}\right)$. It is obvious that $\bigcap_{i=1}^{m} \operatorname{Fix}\left(J_{\lambda}^{f_{i}}\right) \subseteq \operatorname{Fix}\left(S_{\lambda}^{m}\right)$.

Next we prove that $\operatorname{Fix}\left(S_{\lambda}^{m}\right) \subset \bigcap_{i=1}^{m} F i x\left(J_{\lambda}^{f_{i}}\right)$. Let $q \in \operatorname{Fix}\left(S_{\lambda}^{m}\right)$ and $p \in \bigcap_{i=1}^{m} F i x\left(J_{\lambda}^{f_{i}}\right)$. It follows that

$$
\begin{aligned}
d(q, p) & =d\left(S_{\lambda}^{m} q, p\right)=d\left(J_{\lambda}^{f_{m}} S_{\lambda}^{m-1} q, J_{\lambda}^{f_{m}} p\right) \leq d\left(S_{\lambda}^{m-1} q, p\right) \\
& \leq d\left(S_{\lambda}^{m-2} q, p\right) \leq \cdots \leq d\left(S_{\lambda}^{1} q, p\right)=d\left(J_{\lambda}^{f_{1}} q, p\right) \leq d(q, p)
\end{aligned}
$$

which implies that

$$
d(q, p)=d\left(S_{\lambda}^{m} q, p\right)=d\left(S_{\lambda}^{m-1} q, p\right)=d\left(S_{\lambda}^{m-2} q, p\right)=\cdots=d\left(S_{\lambda}^{1} q, p\right)=d\left(J_{\lambda}^{f_{1}} q, p\right)
$$

It follows from (2.2) that, for each $i=1,2, \cdots, m$,

$$
d\left(S_{\lambda}^{i} q, p\right)+d\left(S_{\lambda}^{i} q, S_{\lambda}^{i-1} q\right) \leq d\left(S_{\lambda}^{i-1} q, p\right)=d(q, p)
$$

Since $d\left(S_{\lambda}^{i} q, p\right)=d(q, p)$, this implies that, for each $i=1,2, \cdots, m$,

$$
\begin{equation*}
d\left(S_{\lambda}^{i} q, S_{\lambda}^{i-1} q\right)=0, \text { i.e., } S_{\lambda}^{i-1} q \in \operatorname{Fix}\left(J_{\lambda}^{f_{i}}\right) q . \tag{3.9}
\end{equation*}
$$

Taking $i=1$ in (3.9), we have $q=J_{\lambda}^{f_{1}}(q)$. Taking $i=2$ in (3.19), we have that $q=J_{\lambda}^{f_{1}}(q)=J_{\lambda}^{f_{2}} q$. Taking $i=1,2, \cdots, m$ in (3.9), we can prove that

$$
q=J_{\lambda}^{f_{1}}(q)=J_{\lambda}^{f_{2}} q=\cdots=J_{\lambda}^{f_{m-1}} q=J_{\lambda}^{f_{m}} q, \text { i.e., } q \in \bigcap_{i=1}^{m} \operatorname{Fix}\left(J_{\lambda}^{f_{i}}\right) .
$$

This completes the proof.

## 4. Conclusion

In this paper, an iterative algorithm was introduced for finding a common solution of a finite family of minimization problems and the fixed point problems of a finite family of demicontractive mappings in Hadamard manifolds. Under suitable conditions, a convergence theorem of the sequence generated by our algorithm was established in Hardmard manifolds. Since the demicontractive maping is more general than nonexpansive mappings, and quasinonexpansive mappings, it has more powerful applications in solving mean ergodic problems. Thus the problem studied in our paper is quite general. It includes many kinds of problems, such as convex optimization problems, fixed point problems, variational inclusion problems, and variational inequality problems as its special cases.

## Funding

This work was supported by the Natural Science Foundation of China (Grant 12161088), the Natural Science Foundation of China Medical University, Taichung, Taiwan, the Scientific Research Fund of Yibin University (2021YY03), and the Scientific Research Fund of Sichuan Provincial Department of Science and Technology (No.2018JY0334), China.

## Acknowledgements

The authors wish to express their gratitude to the editor and referees for careful reading of this paper, and their valuable comments and suggestions.

## REFERENCES

[1] Q.H. Ansari, F. Babu, Existence and boundedness of solutions to inclusion problems for maximal monotone vector fields in Hadamard manifolds, Optim. Lett. 14 (2020) 711-727.
[2] Q.H. Ansari, F. Babu, Proximal point algorithm for inclusion problems in Hadamard manifolds with applications, Optim. Lett. 15 (2021) 901-921.
[3] Q.H. Ansari, F. Babu, J.C. Yao, Regularization of proximal point algorithms in Hadamard manifolds, J. Fixed Point Theory Appl. 21 (2019) 25.
[4] S. Al-Homidan, Q.H. Ansari, F. Babu, Halpern- and Mann-Type Algorithms for Fixed Points and Inclusion Problems on Hadamard Manifolds, Numer. Funct. Amnal. Optim. 40 (2019) 621-653.
[5] H.H. Bauschke, E. Matouskova, S. Reich, Projection and proximal point methods: convergence results and counterexamples, Nonlinear Anal. 56 (2004) 715-738.
[6] R. E. Bruck, S. Reich, Nonexpansive projections and resolvents of accretive operators in Banach spaces, Houston J. Math. 3 (1977) 459-470.
[7] G.C. Bento, O.P. Ferreira, P.R. Oliveira, Proximal point method for a special class of nonconvex functions on Hadamard manifolds, Optimization 64 (2012) 289-319.
[8] S.S. Chang, J.F. Tang, C.F. Wen, A new algorithm for monotone inclusion problems and fixed points on Hadamard manifolds with applications, Acta Math. Sci. 41 (2021) 1250-1262.
[9] S.S. Chang, J.C. Yao, L. Yang, C.F. We, D.P. Wu, Convergence analysis for variational inclusion problems equilibrium problems and fixed point in Hadamard manifolds, Numer. Funct. Anal. Optim. 42 (2021) 567582.
[10] S.S. Chang, J.C. Yao, M. Liu, L.C. Zhao, Inertial proximal point algorithm for variational inclusion in Hadamard manifolds, Appl. Anal. https://doi.org/10.1080/00036811.2021.2016719.
[11] O.P. Ferreira, P.R. Oliveira, Proximal point algorithm on Riemannian manifolds, Optimization 51 (2002) 257-270.
[12] Y. Kurokawa, W. Takahashi, Weak and strong convergence theorems for nonspreading mappings in Hilbert spaces, Nonlinear Anal. 73 (2010) 1562-1568.
[13] C. Li, G. López, V. Martn-Mrquez, Monotone vector fields and the proximal point algorithm on Hadamard manifolds, J. Lond. Math. Soc. 79 (2009) 663-683.
[14] B. Martinet, Regularisation dinquations variationelles par approximations successives, Rev. Fr. Inform. Rech. Oper. 4 (1970) 154-158.
[15] S.Z. Németh, Variational inequalities on Hadamard manifolds, Nonlinear Anal. 52 (2003) 1491-1498.
[16] O. Nevanlinna, S. Reich, Strong convergence of contraction semigroups and of iterative methods for accretive operators in Banach spaces, Israel J. Math. 32 (1979) 44-58.
[17] M.O. Osilike, F.O. Isiogugu, Weak andstrong convergence theorems for nonspreading-type mappings in Hilbert spaces, Nonlinear Anal. 74 (2011) 1814-1822.
[18] R. T. Rockafellar, Monotone operators and the proximal point algorithm, SIAM J. Control Optim. 14 (1976), 877-898.
[19] S. Reich, Z. Salinas, Metric convergence of infinite products of operators in Hadamard spaces, J. Nonlinear Convex Anal. 18 (2017) 331-345.
[20] T. Sakai, Riemannian Geometry, Translations of Mathematical Monographs, Providence, RI: American Mathematical Society, 1996.
[21] J. Wang, C. Li, G. López, J.C. Yao, Proximal point algorithm on Hadamard manifolds: Linear convergence and finite termination, SIAM J. Optim. 26 (2016) 2696-2729.
[22] J.H. Wang, G. López, V. Martn-Mrquez, C. Li, Monotone and accretive vector fields onRiemannian manifolds, J. Optim. Theory Appl. 146 (2010) 691-708.


[^0]:    *Corresponding author.
    E-mail address: changss2013@163.com (S.S. Chang).
    Received: March 10 2022; Accepted: August 15, 2022.

