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Let $F$ be a monotone multivalued operator defined on a real Hilbert space $H$ with inner product $\langle \cdot \rangle$ and the associated norm $\| \cdot \|$, let $C$ be a nonempty closed convex subset of $H$, and let $\varphi : H \rightarrow \bar{R} = \mathbb{R} \cup \{+\infty\}$ be a l.s.c. proper convex function.

Consider the generalized variational inequality problem:

\[ \begin{cases} 
  \text{find } x^* \in C \text{ and } r(x^*) \in F(x^*) \text{ such that} \\
  \langle r(x^*), x - x^* \rangle + \varphi(x) - \varphi(x^*) \geq 0, \ \forall \ x \in C. 
\end{cases} \]

In this paper, we assume that $C \subseteq \text{int}(\text{dom}\varphi)$ and there exists at least one solution to problem (P).

In 1988, Cohen [1] developed an algorithm framework for solving problem (P) based on the so-called auxiliary problem principle. More precisely, let $\Omega$ be a strongly monotone and Lipschitz continuous auxiliary operator on $H$, and $\{\mu_k\}_{k \in \mathbb{N}}$ be a sequence of positive real numbers. The problem considered at iteration $k$ is the following:

\[ \begin{cases} 
  \text{choose } r(x^k) \in F(x^k) \text{ and } x^{k+1} \in C \text{ such that} \\
  \langle r(x^k) + \mu_k^{-1}[\Omega(x^{k+1}) - \Omega(x^k)], x - x^{k+1} \rangle + \varphi(x) - \varphi(x^{k+1}) \geq 0, \ \forall \ x \in C. 
\end{cases} \]

In this paper, we choose $\Omega$ as the gradient of some continuously differentiable and strongly convex function $h$ with Lipschitz continuous gradients. In that case, the subproblem can be equivalently written in the following minimization form:

\[ \begin{cases} 
  x^{k+1} \in \text{argmin}_{x \in C} \{ \varphi(x) + \langle r(x^k), x - x^k \rangle + \frac{1}{\mu_k}[h(x) - h(x^k) - \langle \nabla h(x^k), x - x^k \rangle] \} \\
  \text{with } r(x^k) \in F(x^k). 
\end{cases} \]

When $\varphi$ is a nonsmooth convex function, subproblem ($AP^k$) may be hard to solve. By employing bundle ideas, several authors proposed approximating $\varphi$ by a sequence of more tractable convex functions, see [2, 3, 4, 5, 6, 7]. The strategy is to approximate the function $\varphi$, at the proximal iteration $k$, by a piecewise linear convex function, built step by step, and to move to the next iterate only when the approximation is suitable (good enough). This gives the following algorithm, see [8].

**Bundle Algorithm for Solving Problem (P):**
Let an initial point $x^0$ be given, together with a tolerance $m \in (0, 1)$ and a positive number sequence $\{\mu_k\}_{k \in \mathbb{N}}$. Compute $r(x^0) \in F(x^0)$. Set $y^0 = x^0$, $k = 0$, $i = 1$.

**Step 1:** Choose a piecewise linear convex function $\theta^i_a \leq \varphi$ and solve problem

$$
\begin{align*}
&P_{k}^i \quad \min_{x \in C} \{ \theta^i_a(x) + \langle r(x^k), x - x^k \rangle + \mu_k^{-1}[h(x) - h(x^k) - \langle \nabla h(x^k), x - x^k \rangle] \}
\end{align*}
$$

to obtain the unique solution $y^i \in C$.

**Step 2:** If the trial point $y^i$ is good enough, i.e., if

$$
\varphi(x^k) - \varphi(y^i) \geq m[\varphi(x^k) - \theta^i_a(y^i)] + (1 - m)\langle r(x^k), y^i - x^k \rangle, 
$$

then set $x^{k+1} = y^i$, compute $r(x^{k+1}) \in F(x^{k+1})$ and let $k = k + 1$.

**Step 3:** Let $i = i + 1$ and go to Step 1.

The trial point $y^i \in C$ is obtained by solving $(P_{k}^i)$, namely, subproblem $(AP_{k}^i)$ with the function $\varphi$ replaced by the approximation $\theta^i_a \leq \varphi$. This approximation is good enough if the stopping criterion (1.1) is satisfied. (1.1) is a new criterion when compared with the one in [2], it takes into account the contribution of the operator $F$. When the stopping criterion (1.1) holds, the outer iterate $x^k$ is updated and we say that a serious step is made; otherwise, $x^k$ is kept fixed for the next inner iteration, which will be performed with an improvement of the approximation $\theta^i_a$. This step is called null-step.

In this paper, we still employ the above framework to solve problem (P), but in our case, the function $\varphi$ in subproblem $(AP_{k})$ will be replaced by some new approximation $\theta^i_a$ by utilizing the approximate values of $\varphi$ and its approximate subgradients since in some cases computing the exact function value is not so easy. The assumptions for using approximate subgradients and approximate values of the function are realistic in many applications, for instance, the Lagrangian relaxation problem: if $f$ is a max-type function of the form

$$
f(y) = \sup\{F_z(y) \mid z \in Z\}, 
$$

where each $F_z(y)$ is convex and $Z$ is an infinite set, then it may be impossible to calculate $f(y)$ since $f$ itself is defined by a minimization problem involving another function $F$. However, we may still consider two cases. In the first case, for each positive $\varepsilon > 0$ one can find an $\varepsilon$-maximizer of (*) , i.e., an element $z_y \in Z$ satisfying $F_{z_y}(y) \geq f(y) - \varepsilon$; in the
second case, this may be possible only for some fixed (any possibly unknown) \( \varepsilon < \infty \). In both cases we may set \( \bar{f}_y = F_{z_y}(y) \geq f(y) - \varepsilon \). A special case of (*) arises from Lagrangian relaxation [9], where the problem \( \min \{ f(y) \mid y \in S \} \) with \( S = \mathbb{R}^n_+ \) is the Lagrangian dual of the primal problem

\[
\sup \psi_0(z) \quad \text{s.t.} \quad \psi_j(z) \geq 0, \quad j = 1, 2, \ldots, n, \quad z \in Z,
\]

with \( F_{z_y}(y) = \psi_0(z) + \langle y, \psi(z) \rangle \) for \( \psi = (\psi_1, \psi_2, \ldots, \psi_n) \). Then, for each multiplier \( y \geq 0 \), we need only find \( z_y \in Z \) such that \( \bar{f}_y = F_{z_y}(y) \geq f(y) - \varepsilon \), see [10]. Besides that, the study of approximate subgradients of convex functions is deserved since in some cases a subgradient \( \xi(x) \in \partial f(x) \) is expensive to compute. But if we know an already computed subgradient \( \xi(\bar{x}) \in \partial f(\bar{x}) \), where \( \bar{x} \) is near to \( x \), then we have \( \xi(\bar{x}) \in \partial_x f(x) \) because

\[
f(x) + \xi(\bar{x})^T(z - x) = f(\bar{x}) + \xi(\bar{x})^T(z - \bar{x}) + \varepsilon \\
\leq f(z) + \varepsilon, \quad \forall z \in \mathbb{R}^n,
\]

where \( \varepsilon = f(x) - f(\bar{x}) - \xi(\bar{x})^T(x - \bar{x}) \geq 0 \).

On the basis of the above observation, we attempt to explore the possibility of using the approximate values and approximate subgradients of \( \varphi \) instead of the exact values for solving problem (P). Throughout this paper, we make the following assumption: at each given point \( x \in \text{dom} \varphi \) and \( \varepsilon \geq 0 \) we can find some \( \bar{\varphi}_x^\varepsilon \in \mathbb{R} \) and \( \bar{\xi}_x^\varepsilon \in H \) such that

\[
\varphi(x) \geq \bar{\varphi}_x^\varepsilon \geq \varphi(x) - \varepsilon, \quad \varphi(\zeta) \geq \bar{\varphi}_x^\varepsilon + \langle \bar{\xi}_x^\varepsilon, \zeta - x \rangle, \quad \forall \zeta \in H., \quad (1.2)
\]

The condition (1.2) means that \( \bar{\xi}_x^\varepsilon \in \partial_\varphi \varphi(x) \). This assumption is realistic in many applications, see [11, 12]. For more details and papers involving the approximate function values and subgradients, we refer to [13, 14, 15] and the references therein.

Other contributions to the construction of bundle methods for variational inequalities have appeared in the literature. For instance, in [16, 17], a bundle method is presented for finding a zero of a maximal monotone operator \( T \) defined on \( H \). The main difference between [17] and our method is that our method takes into account the special structure of \( T = F + \partial(\varphi + \psi_C) \), (\( \psi_C = 0 \) if \( x \in C \); otherwise, \( \psi_C = +\infty \)) by using bundle technique not on the operator \( T \) but directly on the function \( \varphi \). The bundle method for solving variational inequalities presented in [2] used the classical stopping criterion for inner
iteration and the exact function values and its subgradients. In our method, we not only
employ the inexact information of the involved function, but also utilize a new stopping
criterion for inner iteration which takes into account the contribution of the operator $F$.

This paper is organized as follows: In Section 2, by employing the bundle idea we
present an approximate algorithm for problem (P) and prove that if the stopping test of
the inner iteration is suppressed, then the current iterate $x^k$ is an approximate solution to
problem (P). In Section 3 the strong convergence of the proposed algorithm is given under
rather mild conditions that the operator $F$ is paramonotone and possibly multivalued and
the stepsizes are chosen going to zero.

2. An approximate algorithm for problem (P)

Under the assumption (1.2), we approximate $\varphi$ from below by a piecewise linear
convex function $\theta^i_a(y)$ defined by

$$
\theta^i_a(y) = \max_{0 \leq j \leq i-1} \{ \tilde{\varphi}^i_j + \langle \tilde{s}^i_j, y - y^i \rangle \},
$$

(2.1)

where $\tilde{\varphi}^i_j \in H$ and $\tilde{s}^i_j \in R$ satisfy

$$
\varphi(y^i) \geq \tilde{\varphi}^i_j \geq \varphi(y^i) - \varepsilon_j, \quad \varphi(\zeta) \geq \tilde{\varphi}^i_j + \langle \tilde{s}^i_j, \zeta - y^i \rangle, \quad \forall \zeta \in H,
$$

(2.2)

for given $\varepsilon_j \geq 0$, $\varepsilon_{j+1} = \gamma \varepsilon_j$, $0 < \gamma < 1$, $y^i \in H$, $j = 0, 1, 2, \cdots, i-1$. We give a new
stopping criterion

$$
\tilde{\varphi}^i_x - \tilde{\varphi}^i_y \geq m(\tilde{\varphi}^i_x - \theta^i_a(y^i)) + (1 - m)(r(x^k), y^i - x^k),
$$

(2.3)

where $m \in (0, 1)$, $\tilde{\varphi}^i_x$ satisfies $\varphi(x^k) \geq \tilde{\varphi}^i_x \geq \varphi(x^k) - \varepsilon^k$, $\varepsilon_0$ is given,

$$
\varepsilon^k = \min\{\varepsilon_0, \varepsilon_1, \cdots, \varepsilon_{i-1}, \varepsilon^k-1\}, \quad y^i \in C \text{ is the unique solution to the subproblem }
$$

$$(BAP^k) \quad \min_{y \in C} \{ \theta^i_a(y) + \langle r(x^k), y - x^k \rangle + \mu_k^{-1}[h(y) - h(x^k) - \langle \nabla h(x^k), y - x^k \rangle \} ),
$$

for given $x^k \in C$, $\{\mu_k\}_{k \in N}$ is a sequence of positive real numbers, $\tilde{\varphi}^i_y$ satisfies $\varphi(y^i) \geq
\tilde{\varphi}^i_y \geq \varphi(y^i) - \varepsilon_i$. In our algorithm, (2.3) will replace (1.1) to determine whether this
approximation is good enough and it is an approximation to the original one coming from
[8].
Approximate Bundle Algorithm for Solving Problem (P):

Let an initial point $x^0$ be given, together with a tolerance $m \in (0, 1)$ and a positive number sequence $\{\mu_k\}_{k \in \mathbb{N}}$. Compute $r(x^0) \in F(x^0)$. Set $y^0 = x^0, k = 0, i = 1$.

**Step 1:** Choose an approximate piecewise linear convex function $\theta^i_a \leq \varphi$ and solve problem

\[
(P^i_k) \quad \min_{x \in C} \{\theta^i_a(x) + \langle r(x^k), x - x^k \rangle + \mu_k^{-1}[h(x) - h(x^k) - \langle \nabla h(x^k), x - x^k \rangle]\}
\]

to obtain the unique solution $y^i \in C$.

**Step 2:** If the trial point $y^i$ is good enough, i.e., if

\[
\tilde{\varphi}_x - \tilde{\varphi}_y \geq m(\tilde{\varphi}_x - \theta^i_a(y^i)) + (1 - m)\langle r(x^k), y^i - x^k \rangle,
\]

then set $x^{k+1} = y^i$, compute $r(x^{k+1}) \in F(x^{k+1})$ and let $k = k + 1$.

**Step 3:** Let $i = i + 1$ and go to Step 1.

Note that the optimality of $y^i \in C$, we have

\[
\gamma^i \equiv \mu_k^{-1}[\nabla h(x^k) - \nabla h(y^i)] - r(x^k) \in \partial(\theta^i_a + \psi_C)(y^i).
\] (2.4)

Then we define the aggregate affine function $l^i$ by

\[
l^i(y) = \theta^i_a(y^i) + \langle \gamma^i, y - y^i \rangle,
\] (2.5)

therefore

\[
l^i(y) \leq \theta^i_a(y), \quad \forall y \in C.
\] (2.6)

If we approximate $\varphi$ by $\theta^i_a$ defined by (2.1), then the following results hold naturally:

\begin{enumerate}
  \item[(AC1)] $\theta^i_a \leq \varphi$ on $C$;
  \item[(AC2)] $l^i \leq \theta^{i+1}_a$ on $C$, $\forall i \in (i_k, i_{k+1})$;
  \item[(AC3)] $\tilde{\varphi}_y + \langle \tilde{\varphi}_x, y - y^i \rangle \leq \theta^{i+1}_a(\cdot)$, $\forall i \in (i_k, i_{k+1})$;
  \item[(AC4)] $\varepsilon^k + \tilde{\varphi}_x + \langle \tilde{\varphi}_x, x^{k+1} - x^k \rangle \leq \theta^{i+1}_a(x^{k+1})$, with $\varepsilon^k \geq 0$ small enough.
\end{enumerate}

where $i_k$ denotes the inner iteration that has produced $x^k (i_0 = 0)$. In what follows, we need to consider the following functions:

\[
\tilde{l}^i(y) = l^i(y) + \langle r(x^k), y - x^k \rangle + \mu_k^{-1}[h(y) - h(x_k) - \langle \nabla h(x^k), y - x^k \rangle],
\]
\[ \tilde{\theta}_a^i(y) = \theta_a^i(y) + r(x^k), y - x^k + \mu_k^{-1}[h(y) - h(x^k) - \nabla h(x^k), y - x^k]. \]

By a simple calculation, we have
\[ \tilde{l}_i(y) = \tilde{l}_i(y_i) + \mu_k^{-1}[h(y) - h(y_i) - \nabla h(y_i), y - y_i], \]
\[ \tilde{\theta}_a^i(x^k) = \theta_a^i(x^k), \]
\[ \tilde{l}_i(y_i) = \tilde{\theta}_a^i(y_i), \]
\[ \tilde{l}_i(y_i) \leq \tilde{\theta}_a^{i+1} \] on \( C \).

Now we study the convergence of bundle algorithm.

**Assumption A:**

- Problem (P) admits at least one solution;
- \( F \) is a monotone operator defined on \( H \);
- \( \varphi \in \Gamma_0(H) \), the set of l.s.c. proper convex functions form \( H \) into \( \bar{R} = R \cup \{+\infty\} \);
- \( C \) is a nonempty closed convex subset of \( H \) such that \( C \subseteq \text{int}(\text{dom}\varphi) \);
- \( \partial_\varepsilon \varphi \) is uniformly bounded with respect to \( \varepsilon \geq 0 \) on bounded subsets of \( C \);
- \( h : H \to \bar{R} \) is continuously differentiable and strongly convex over \( C \) with modulus \( \beta > 0 \), and its gradient \( \nabla h \) is Lipschitz continuous over \( C \) with modulus \( \gamma > 0 \);
- the sequence \( \{\theta_i^j\}_{i \in N} \) satisfies conditions \((AC1) - (AC3)\).

**Proposition 2.1.** Suppose Assumption A holds. If the stopping test is suppressed in approximate bundle algorithm after some outer iterate \( x^k \) has been reached, then the sequence \( \{y^i\}_{i \in N} \) generated by approximate bundle algorithm is bounded and \( \varphi_i^j \to \theta_a^i(y^i) \), \( y^i \to z(x^k) \) as \( i \to \infty \), where \( z(x^k) = \arg\min_{x \in C} \{\varphi(x) + r(x^k), x - x^k + \mu_k^{-1}[h(x) - h(x^k) - \nabla h(x^k), x - x^k]\} \).

**Proof.** Since \( i_k \) denotes the inner iteration that has produced \( x^k \), and only null steps are made after reaching \( x^k \), all the following inequalities have to be understood for \( i > i_k \).

We proceed in three steps to show \( \varphi_i^j \to \theta_a^i(y^i) \).

1. For all \( i \), we have
   \[\varphi(x^k) \geq \theta_a^{i+1}(x^k)\]
   \[= \tilde{\theta}_a^{i+1}(x^k)\]
   \[\geq \tilde{\theta}_a^{i+1}(y^{i+1})\]
   \[= \tilde{l}^{i+1}(y^{i+1})\]
   \[\geq \tilde{l}(y^{i+1})\]
   \[\geq \tilde{l}(y^i) + (2\mu_k)^{-1}\beta\|y^{i+1} - y^i\|^2\]
   \[\geq \tilde{l}(y^i), \text{ where } D_h(y, z) = h(y) - h(z) - \langle \nabla h(z), y - z \rangle.\]
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From the above relations, we deduce that \( \{\tilde{t}(y^i)\} \) is nondecreasing and bounded above by \( \varphi(x^k) \), so it is convergent. Moreover, we have

\[
\tilde{t}^{i+1}(y^{i+1}) - \tilde{t}(y^i) \geq (2\mu_k)^{-1}\beta\|y^{i+1} - y^i\|^2 \geq 0,
\]

and then \( y^{i+1} \to y^i \).

2. Let \( y \in C \) be fixed, then we have

\[
\varphi(y) + \langle r(x^k), y - x^k \rangle + \mu_k^{-1}D_h(y, x^k) \geq \tilde{\theta}^{i+1}(y) \geq \tilde{t}(y^i)
\]

\[
+ \mu_k^{-1}D_h(y, y^i) \geq \tilde{t}(y^i) + (2\mu_k)^{-1}\beta\|y - y^i\|^2.
\]

Since \( \{\tilde{t}(y^i)\}_{i \in N} \) is convergent, the sequence \( \{y - y^i\}_{i \in N} \) must be bounded, so \( \{y^i\}_{i \in N} \) is bounded.

3. Using (AC1), (AC3), note that \( s^i_y \in \partial \varepsilon_i f(y^i), \tilde{s}^{i+1}_y \in \partial \varepsilon_{i+1} f(y^{i+1}) \) and \( \varepsilon_i \to 0 \), we have

\[
\langle \tilde{s}^i_y, y^{i+1} - y^i \rangle \leq \theta^{i+1}_a(y^{i+1}) - \tilde{\varphi}^i_y
\]

\[
\leq \tilde{\varphi}^{i+1}_y + \varepsilon_{i+1} - \tilde{\varphi}^i_y
\]

\[
\leq \varepsilon_{i+1} - \tilde{\varphi}^i_y + \tilde{\varphi}^i_y + \varepsilon_i + \langle \tilde{s}^{i+1}_y, y^{i+1} - y^i \rangle
\]

\[
= \varepsilon_{i+1} + \varepsilon_i + \langle \tilde{s}^{i+1}_y, y^{i+1} - y^i \rangle.
\]

Since we assume \( \partial \varepsilon \varphi \) is uniformly bounded with respect to \( \varepsilon \) on bounded sequence \( \{y^i\}_{i \in N} \) and \( \varepsilon_i \to 0 \), as \( \|y^{i+1} - y^i\|^2 \to 0 \), hence

\[
[\theta^{i+1}_a(y^{i+1}) - \tilde{\varphi}^i_y] \to 0, [\tilde{\varphi}^{i+1}_y - \tilde{\varphi}^i_y] \to 0, [\tilde{\varphi}^i_y - \varphi(y^i)] \to 0.
\]

Thus,

\[
\tilde{\varphi}^{i+1}_y - \theta^{i+1}_a(y^{i+1}) = \tilde{\varphi}^{i+1}_y - \tilde{\varphi}^i_y + \tilde{\varphi}^i_y - \theta^{i+1}_a(y^{i+1}) \to 0,
\]

this establishes that \( \tilde{\varphi}^i_y \to \theta^{i}_a(y^i) \).

Second, we show \( y^i \to z(x^k) \). Since for all \( y \in C \), for a given \( \varepsilon \geq 0 \),

\[
\tilde{\varphi}^\varepsilon_y + \varepsilon \geq \theta^{i}_a(y^i) + \langle r^i, y - y^i \rangle
\]

\[
= \theta^{i}_a(y^i) + \mu_k^{-1}\langle \nabla h(x^k) - \nabla h(y^i), y - y^i \rangle - \langle r(x^k), y - y^i \rangle.
\]
where $\varphi(y) \geq \tilde{\varphi}_y^\varepsilon \geq \varphi(y) - \varepsilon$. Because $\{y^i\}_{i \in N}$ is bounded in $C$, we can extract a subsequence that weakly converges in $C$. Without loss of generality, suppose that $y^i \overset{w}{\to} \bar{y} \in C$.

If we take $y = \bar{y}$, $\varepsilon = \bar{\varepsilon} = 0$ in (2.7) then

$$
\mu_k[\tilde{\varphi}_y^{0} - \tilde{\theta}^i_a(y^i)] \geq -\mu_k\langle r(x^k), \bar{y} - y^i \rangle + \langle \nabla h(x^k) - \nabla h(y^i), \bar{y} - y^i \rangle + \beta\|\bar{y} - y^i\|^2. \tag{2.8}
$$

Note that $y^i \overset{w}{\to} \bar{y}$, $\tilde{\varphi}_y^i \to \tilde{\theta}^i_a(y^i)$ and $\varphi$ is weakly l.s.c., we directly have $\tilde{\varphi}_y^{0} \leq \overline{\lim}_{i \to \infty} [\tilde{\varphi}_y^i + \varepsilon_i] = \overline{\lim}_{i \to \infty} \tilde{\varphi}_y^i$ and $\overline{\lim}_{i \to \infty} [\tilde{\varphi}_y^{0} - \tilde{\theta}^i_a(y^i)] \leq 0$. Then passing to the superior limit in (2.8), we obtain

$$
\overline{\lim}_{i \to \infty}\|y^i - \bar{y}\|^2 = 0, \tag{2.9}
$$

and thus $y^i \to \bar{y}$. Now, from (2.7), we have for all $y \in C$, for any given $\varepsilon \geq 0$,

$$
\tilde{\varphi}_y^\varepsilon + \varepsilon \geq [\tilde{\varphi}_y^i(y^i) - \tilde{\varphi}_y^0] + [\tilde{\varphi}_y^i - \tilde{\varphi}_y^0] + \tilde{\varphi}_y^0 + \mu_k^{-1}\langle \nabla h(x^k) - \nabla h(y^i), y - y^i \rangle - \langle r(x^k), y - y^i \rangle.
$$

By $\tilde{\varphi}_y^i \to \tilde{\theta}^i_a(y^i)$, $y^i \to \bar{y}$, $\varepsilon_i \to 0$, $\varphi$ and $\nabla h$ are continuous on $C$, if we take the limit in the last inequality, we have that for all $y \in C$,

$$
\tilde{\varphi}_y^\varepsilon + \varepsilon \geq \tilde{\varphi}_y^0 + \mu_k^{-1}\langle \nabla h(x^k) - \nabla h(\bar{y}), y - \bar{y} \rangle - \langle r(x^k), y - \bar{y} \rangle.
$$

Therefore, $\mu_k^{-1}\langle \nabla h(x^k) - \nabla h(\bar{y}) \rangle - r(x^k) \in \partial(\varphi + \psi_C)(\bar{y})$, $\bar{y} = z(x^k)$, this completes the proof.

**Definition 2.1.** If, for given $\varepsilon \geq 0$,

$$
\|z(x^k) - x^k\|^2 \leq \varepsilon,
$$

then $x^k$ is called an $\varepsilon$-optimal solution to problem (P), where $z(x^k) = \arg\min_{x \in C}\{\varphi(x) + \langle r(x^k), x - x^k \rangle + \mu_k^{-1}[h(x) - h(x^k) - \langle \nabla h(x^k), x - x^k \rangle]\}$.

**Theorem 2.1.** Consider the approximate bundle algorithm for problem (P). Suppose that Assumption A holds. If some iterate $x^k$ is reached and, from then on, $k$ remains fixed, i.e., only null steps are made, then $x^k$ is an $\varepsilon$-optimal solution to problem (P) in the sense of definition 2.1, where $\varepsilon = \frac{2\mu_k}{\beta}(\varepsilon^k + \frac{\varepsilon^k}{1-m})$. 
Proof. For all $i > i_k$, 
\[
\tilde{\varphi}^k_x - \tilde{\varphi}^i_y < m[\tilde{\varphi}^k_x - \theta^i_y(y^i)] + (1 - m)\langle r(x^k), y^i - x^k \rangle.
\]

We pass to the limit on $i$ in this inequality, and if we note that the fact $\tilde{\varphi}^i_y \to \theta^i_y(y^i), y^i \to z(x^k)$, and $\varphi$ is continuous on $C$, we obtain
\[
\tilde{\varphi}^k_x - \tilde{\varphi}_z(x^k) - \varepsilon^z(x^k) \leq \tilde{\varphi}^k_x - \varphi(z(x^k)) \leq m[\tilde{\varphi}^k_x - \tilde{\varphi}_z(x^k)] + (1 - m)\langle r(x^k), z(x^k) - x^k \rangle, \quad (2.10)
\]
this means that
\[
\tilde{\varphi}^k_x \leq \tilde{\varphi}_z(x^k) + \langle r(x^k), z(x^k) - x^k \rangle + \frac{\varepsilon^z(x^k)}{1 - m}.
\]

On the other hand, by definition of $z(x^k)$, we have for all $y \in C$,
\[
\tilde{\varphi}_z(x^k) + \langle r(x^k), z(x^k) - x^k \rangle + \mu_k^{-1}[h(z(x^k)) - h(x^k) - \langle \nabla h(x^k), z(x^k) - x^k \rangle] \\
\leq \varphi(y) + \langle r(x^k), y - x^k \rangle + \mu_k^{-1}[h(y) - h(x^k) - \langle \nabla h(x^k), y - x^k \rangle]
\]
If we take $y = x^k$ in this inequality, we deduce that
\[
\tilde{\varphi}_z(x^k) + \langle r(x^k), z(x^k) - x^k \rangle \\
\leq \tilde{\varphi}^k_x + \varepsilon^k + \mu_k^{-1}[h(x^k) - h(z(x^k)) + \langle \nabla h(x^k), z(x^k) - x^k \rangle].
\]
Since $h$ is strongly convex with modulus $\beta > 0$, we have
\[
h(x^k) - h(z(x^k)) + \langle \nabla h(x^k), z(x^k) - x^k \rangle \leq -\frac{\beta}{2}\|z(x^k) - x^k\|^2.
\]

Hence,
\[
\tilde{\varphi}_z(x^k) + \langle r(x^k), z(x^k) - x^k \rangle \leq \tilde{\varphi}^k_x + \varepsilon^k - \frac{\beta}{2\mu_k}\|z(x^k) - x^k\|^2. \quad (2.11)
\]
Combining (2.10) and (2.11), we have
\[
\tilde{\varphi}^k_x \leq \tilde{\varphi}^k_x + \varepsilon^k + \frac{\varepsilon^z(x^k)}{1 - m} + (-\frac{\beta}{2\mu_k}\|z(x^k) - x^k\|^2),
\]
i.e.,
\[
\|z(x^k) - x^k\|^2 \leq \frac{2\mu_k}{\beta}(\varepsilon^k + \frac{\varepsilon^z(x^k)}{1 - m}).
\]
This completes the proof.

3. Convergence analysis
In this section, we suppose that the approximate bundle algorithm generates an infinite sequence \( \{x^k\}_{k \in \mathbb{N}} \). The operator \( F \) is multivalued and \( \{\mu_k\}_{k \in \mathbb{N}} \) is chosen to be

\[
\mu_k = \frac{\lambda_k}{\eta_k} \quad \text{with} \quad \{\lambda_k\}_{k \in \mathbb{N}} \quad \text{a sequence of positive numbers;}
\eta_k = \begin{cases} 
\max\{1, \|r(x^0)\|\}, & \text{if } k = 0, \\
\max\{\eta_{k-1}, \|r(x^k)\|\}, & \text{if } k \geq 1.
\end{cases}
\tag{3.1}
\]

Consider the sequence \( \{\Gamma^k(x^*, \cdot)\}_{k \in \mathbb{N}} \) of Lyapunov functions defined on \( C \) by

\[
\Gamma^k(x^*, x) = h(x^*) - h(x) - \langle \nabla h(x), x^* - x \rangle + \lambda_k (m\eta_k)^{-1} [\langle r(x^*), x - x^* \rangle + \varphi(x) - \varphi(x^*)],
\tag{3.2}
\]

where \( x^* \in C \) denotes a solution to problem (P) and \( r(x^*) \in F(x^*) \) with \( \varepsilon^* = 0 \). Since \( h \) is strongly convex with modulus \( \beta > 0 \), we have, for all \( x \in C \),

\[
\Gamma^k(x^*, x) \geq \frac{\beta}{2} \|x - x^*\|^2.
\tag{3.3}
\]

**Lemma 3.1.** Suppose that Assumption A holds and that \( \{\lambda_k\}_{k \in \mathbb{N}} \) is a nonincreasing sequence of positive numbers. Then we have, for all \( k \in \mathbb{N} \),

\[
\Gamma^{k+1}(x^*, x^{k+1}) - \Gamma^k(x^*, x^k) \leq -c \|x^{k+1} - x^k\|^2 + \lambda_k^2 u_
+k + \frac{\lambda_k}{\eta_k} [\langle r(x^k), x^* - x^k \rangle + \varphi(x^*) - \hat{\varphi}_x^k + \frac{\varepsilon^k}{m}].
\tag{3.4}
\]

**Proof.** First observe the optimality conditions satisfied by \( x^{k+1} \in C \) are

\[
\langle \eta_k^{-1} r(x^k) + \lambda_k^{-1} (\nabla h(x^{k+1}) - \nabla h(x^k)), x - x^{k+1} \rangle
+ \eta_k^{-1} (\theta^{i_k+1}_a(x) - \theta^{i_k+1}_a(x^{k+1})) \geq 0, \quad \forall \ x \in C.
\tag{3.5}
\]

Note that \( \lambda_{k+1} \leq \lambda_k, \eta_{k+1} \geq \eta_k \), we can write

\[
\Gamma^{k+1}(x^*, x^{k+1}) - \Gamma^k(x^*, x^k) \leq \Gamma^k(x^*, x^{k+1}) - \Gamma^k(x^*, x^k)
\leq s_1 + s_2 + s_3
\tag{3.6}
\]

with

\[
s_1 = h(x^k) - h(x^{k+1}) + \langle \nabla h(x^k), x^{k+1} - x^k \rangle,
\]

\[
s_2 = \langle \nabla h(x^k) - \nabla h(x^{k+1}), x^* - x^{k+1} \rangle,
\]

\[
s_3 = \lambda_k (m\eta_k)^{-1} [\langle r(x^*), x^{k+1} - x^k \rangle + \hat{\varphi}_x^{k+1} - \hat{\varphi}_x^k].
\]
For $s_1$, we have
\[
s_1 \leq -\frac{\beta}{2}\|x^{k+1} - x^k\|^2.
\] (3.7)

Using (3.5) with $x = x^*$, we obtain
\[
s_2 \leq \frac{\lambda}{m_k}[\langle r(x^k), x^* - x^k \rangle + \varphi(x^*) - \varphi^k] + \frac{1}{m}\|x^k - x^*\|^2 + \varepsilon^k
\leq \frac{\lambda}{m_k}[\langle r(x^k), x^* - x^k \rangle + \varphi(x^*) - \varphi^k]
+ \frac{1}{m}[\frac{\lambda}{m_k}\|x^k - x^*\|^2 + \frac{\varepsilon}{m} + \frac{\lambda}{m_k}\varepsilon^k],
\] (3.10)

Combining the fact $\theta_{i+1}^k \leq \varphi$ with (3.8) and (3.9) we derive that
\[
s_2 + s_3 \leq \frac{\lambda}{m_k}[\langle r(x^k), x^* - x^k \rangle + \varphi(x^*) - \varphi^k] + \frac{1}{m}\|x^k - x^*\|^2 + \frac{\varepsilon}{m}
\leq \frac{\lambda}{m_k}[\langle r(x^k), x^* - x^k \rangle + \varphi(x^*) - \varphi^k]
+ \frac{1}{m}[\frac{\lambda}{m_k}\|x^k - x^*\|^2 + \frac{\varepsilon}{m} + \frac{\lambda}{m_k}\varepsilon^k],
\] (3.11)

where $\tau$ is any positive constant. From the definition of $\{\eta_k\}$, we have
\[
\frac{1}{\eta_k^2}\|r(x^k) - r(x^*)\|^2 \leq [1 + \|r(x^*)\|^2]^2.
\] (3.12)

Combining (3.6), (3.7), (3.10) and (3.11), we obtain
\[
\Gamma^{k+1}(x^*, x^{k+1}) - \Gamma^{k}(x^*, x^k) \leq -\frac{1}{2}(\beta - \tau m)\|x^{k+1} - x^k\|^2 + \frac{1}{2m\tau}[1 + \|r(x^*)\|^2]\lambda_k^2
+ \frac{\lambda}{m_k}[\langle r(x^k), x^* - x^k \rangle + \varphi(x^*) - \varphi^k]
\] (3.13)

If we choose $\tau$ such that $0 < \tau < \beta m$, then we obtain (3.4) with $c = \frac{1}{2}(\beta - \tau m) > 0$, $u = \frac{1}{2m\tau}[1 + \|r(x^*)\|^2] > 0$.

**Theorem 3.1.** Assume that the conditions of Lemma 3.1 hold. If $\sum_{k=0}^{\infty} \lambda_k^2 < +\infty$ and $\sum_{k=0}^{\infty} \lambda_k \varepsilon^k < +\infty$, then $\{\Gamma(x^k, x^k)\}_{k \in N}$ is convergent, $\{x^k\}_{k \in N}$ is bounded, $\sum_{k=0}^{\infty} \|x^{k+1} - x^k\|^2 < +\infty$ and
\[
\sum_{k=0}^{\infty} \frac{\lambda_k}{\eta_k}[\langle r(x^k), x^* - x^k \rangle + \varphi^k - \varphi(x^k)] < +\infty.
\] (3.13)
Proof. Since \(x^*\) is a solution to problem (P), if we take \(\varepsilon^* = 0\), we have, for all \(k\),
\[
\frac{\lambda_k}{\eta_k}[\langle r(x^k), x^* - x^k \rangle + \varphi(x^*) - \tilde{\varphi}_x^k - \varepsilon^k] \leq 0,
\]
we derive from (3.4) that
\[
\Gamma^{k+1}(x^*, x^{k+1}) - \Gamma^k(x^*, x^k) \leq \frac{\lambda_k^2 u}{\eta_k} \frac{1}{1 + m}.
\]
Since \(\sum_{k=0}^{+\infty} \lambda_k^2\) and \(\sum_{k=0}^{+\infty} \lambda_k \varepsilon^k\) are convergent, it follows that \(\{\Gamma^k(x^*, x^k)\}_{k \in \mathbb{N}}\) is convergent. Using inequality (3.3) we have \(\{x^k\}_{k \in \mathbb{N}}\) is bounded. Rearranging the terms of (3.4) as
\[
c\|x^{k+1} - x^k\|^2 + \frac{\lambda_k}{\eta_k}[\langle r(x^k), x^k - x^* \rangle + \tilde{\varphi}^k_x - \varphi(x^*)] \\
\leq \Gamma^k(x^*, x^k) - \Gamma^{k+1}(x^*, x^{k+1}) + \frac{\lambda_k^2 u}{\eta_k} \frac{1}{1 + m} \lambda_k \varepsilon^k,
\]
we obtain, using \(\eta_k \geq 1\) and the convergence of \(\sum_{k=0}^{+\infty} \lambda_k^2\), \(\sum_{k=0}^{+\infty} \lambda_k \varepsilon^k\) and \(\{\Gamma^k(x^*, x^k)\}_{k \in \mathbb{N}}\), that \(\sum_{k=0}^{+\infty} \|x^{k+1} - x^k\|^2 < +\infty\) and (3.13) holds.

Definition 3.1. The function \(l : C \to \mathbb{R} \cup \{+\infty\}\) is called a gap function with respect to problem (P) if for all \(x \in C\), \(l(x) \geq 0\) and \(l(\bar{x}) = 0\) iff \(\bar{x}\) is a solution to problem (P).

Proposition 3.1. [8] Let \(l\) be a gap function with respect to problem (P). If \(l\) is weakly l.s.c. on \(C\) and \(l(x^k) \to 0\), then any weak limit point of the sequence \(\{x^k\}_{k \in \mathbb{N}}\) generated by the algorithm is a solution to problem (P).

Lemma 3.2. [18] If \(l\) is a Lipschitz function on \(\{x^k\}_{k \in \mathbb{N}}\), and if \(\{\lambda_k\}_{k \in \mathbb{N}}\) is a sequence of positive numbers such that
\[
(a) \sum \lambda_k = +\infty, (b) \sum \lambda_k l(x^k) < +\infty, (c) \exists \delta > 0, such that \forall k \in \mathbb{N}, \|x^{k+1} - x^k\|^2 \leq \delta \lambda_k,
\]
then \(l(x^k) \to 0\).

Definition 3.2. A multivalued operator \(F\) is said to be Lipschitz continuous on a subset \(B\) of \(C\) if \(\exists \delta > 0\) such that for all \(x, y \in B\),
\[
e(F(x), F(y)) \leq L\|x - y\|,
\]
where \(e(F(x), F(y)) = \sup_{r \in F(x)} \inf_{s \in F(y)} \|r - s\|\).
Lemma 3.3. [8] Let $B$ be a bounded subset of $C$. If $F$ is Lipschitz continuous on $B$, and if there exists $\bar{y} \in B$ such that $F(\bar{y})$ is bounded, then $F$ is bounded on $B$, i.e., there exists $\alpha > 0$ such that $\|r(x)\| \leq \alpha, \forall x \in B$ and $r(x) \in F(x)$.

Definition 3.3. [8] A multivalued operator $F$ is said to be weakly closed on $C$ if

$$z^k \xrightarrow{w} \bar{z}, z^k \in C, r^k \xrightarrow{w} \bar{r}, r^k \in F(z^k) \implies \bar{r} \in F(\bar{z}).$$

Definition 3.4. [8] A multivalued operator $F$ is said to be paramonotone on $C$ if $F$ is monotone on $C$ and, for all $x, y \in C$ and $r(x) \in F(x), r(y) \in F(y),$

$$\langle r(x) - r(y), x - y \rangle = 0 \implies r(y) \in F(x), r(x) \in F(y).$$

Proposition 3.2. [19] If $F$ is paramonotone and if $x^*$ is a solution to $(P)$, then $\bar{x}$ is a solution to $(P)$ iff

$$\bar{x} \in C \text{ and } \bar{r} \in F(\bar{x}) \text{ such that } \langle \bar{r}, x^* - \bar{x} \rangle + \varphi(x^*) - \varphi(\bar{x}) \geq 0,$$

(3.14)

where we take $\bar{\varepsilon} = \varepsilon^* = 0$, the approximation errors at the solutions $\bar{x}$ and $x^*$.

Proposition 3.3. [8] Let $x^*$ denote any solution to $(P)$.

(a) If $F$ is paramonotone on $C$, and $F$ is a bounded and weakly closed subset of $H$ for all $x \in C$, then $l(x) = \inf_{r(x) \in F(x)} \langle r(x), x - x^* \rangle + \varphi(x) - \varphi(x^*)$ is a gap function.

(b) If, in addition, $F$ and $\varphi$ are Lipschitz continuous on bounded subsets of $C$, then $l$ is Lipschitz continuous on bounded subsets of $C$.

(c) If, in addition, $F$ is weakly closed on $C$, then $l$ is weakly l.s.c. on $C$.

Proposition 3.4. [8] Let $x^*$ denote any solution to $(P)$. If $F = \partial f, f = \Gamma_0(H)$ and $C \subseteq \text{int}(\text{dom}f)$, then $l(x) = f(x) + \varphi(x) - f(x^*) - \varphi(x^*)$ is a gap function such that, for all $x \in C$ and $r(x) \in F(x),$

$$\langle r(x), x - x^* \rangle + \varphi(x) - \varphi(x^*) \geq l(x).$$
The function \( l \) is convex and weakly l.s.c. on \( C \) and, if in addition, \( f \) and \( \varphi \) are Lipschitz continuous on bounded subsets of \( C \), then \( l \) is also Lipschitz continuous on bounded subsets of \( C \).

**Proposition 3.5.** [8] If \( F \) is strongly monotone with modulus \( \alpha > 0 \) on \( C \), then \( l(x) = \|x - x^*\|^2 \) is a gap function such that, for all \( x \in C \) and \( r(x) \in F(x) \),

\[
\langle r(x), x - x^* \rangle + \varphi(x) - \varphi(x^*) \geq \alpha l(x),
\]

where \( x^* \) denotes the unique solution to \((P)\) with \( \varepsilon^* = 0 \). Moreover, \( l \) is strongly convex, weakly l.s.c. on \( H \), and Lipschitz continuous on bounded subsets of \( C \).

We put together the properties requested on the gap function. These properties are satisfied in the three situations described in Propositions 3.3, 3.4, 3.5.

**Assumption I:**
(i) \( \exists \alpha > 0, \exists l : C \to \mathbb{R} \cup \{+\infty\} \) such that for all \( x \in C, r(x) \in F(x) \),

\[
\langle r(x), x - x^* \rangle + \varphi(x) - \varphi(x^*) \geq \alpha l(x);
\]

(ii) for all \( x \in C \), \( l(x) \geq 0 \) and \( l(\bar{x}) = 0 \) iff \( \bar{x} \) is a solution to \((P)\);

(iii) \( l \) is weakly l.s.c. on \( C \) and Lipschitz continuous on bounded subsets of \( C \).

The purpose of the next proposition is to prove the conditions of (b) and (c) in Lemma 3.2 are satisfied.

**Proposition 3.6.** (a) Assume that the conditions of Theorem 3.1 and Assumption I (i) and (II) are satisfied. If \( F \) is bounded on bounded subsets of \( C \), then \( \sum \lambda_k l(x^k) < +\infty \).
(b) Assume that Assumption A holds and that the sequence \( \{\theta_k\}_{k \in \mathbb{N}} \) satisfies condition (AC4). Then there exists \( \delta > 0 \) such that for all \( k \geq 1 \), \( \|x^{k+1} - x^k\| \leq \delta \lambda_k \).

**Proof.** (a) Since \( \{x^k\}_{k \in \mathbb{N}} \) is bounded and \( F \) is bounded on bounded subsets of \( C \), the sequences \( \{r(x^k)\} \) and \( \{\eta_k\} \) are bounded. Then, using successively Theorem 3.1, Assumption I (i)(ii) and \( \sum_{k=1}^{+\infty} \lambda_k \varepsilon^k < +\infty \), we have

\[
\alpha \sum_{k=1}^{+\infty} \lambda_k l(x^k) \leq \sum_{k=1}^{+\infty} \lambda_k [\langle r(x^k), x^k - x^* \rangle + \varphi^k - \varphi(x^*)] + \sum_{k=1}^{+\infty} \lambda_k \varepsilon^k < +\infty.
\]
(b) From the optimality conditions (3.5) applied to \( x = x^k \), we obtain

\[
\langle \nabla h(x^{k+1}) - \nabla h(x^k), x^{k+1} - x^k \rangle \leq (\lambda_k / \eta_k)[(r(x^k), x^k - x^{k+1}) + \theta_a^{i_{k+1}}(x^k) - \theta_a^{i_k}(x^{k+1})].
\]

(3.15)

Since \( h \) is strongly convex and \( \|r(x^k)\| \leq \eta_k \), we derive from (3.15) that

\[
\beta \|x^{k+1} - x^k\|^2 \leq \lambda_k \|x^{k+1} - x^k\| + (\lambda_k / \eta_k)[\theta_a^{i_{k+1}}(x^k) - \theta_a^{i_k}(x^{k+1})].
\]

(3.16)

Now since \( \theta_a^{i_{k+1}}(x^k) \leq \varphi_x^k + \varepsilon^k \) and by condition (AC4)

\[
\varepsilon^k + \varphi_x^k + \langle \tilde{\varepsilon}_x^k, x^{k+1} - x^k \rangle \leq \theta_a^{i_{k+1}}(x^{k+1}),
\]

we have

\[
\theta_a^{i_{k+1}}(x^k) - \theta_a^{i_{k+1}}(x^{k+1}) \leq \varphi_x^k + \varepsilon^k - \varphi_x^k - \varepsilon^k - \langle \tilde{\varepsilon}_x^k, x^{k+1} - x^k \rangle = \langle \tilde{\varepsilon}_x^k, x^k - x^{k+1} \rangle \leq \|\tilde{\varepsilon}_x^k\|\|x^{k+1} - x^k\|.
\]

Hence, since \( \partial_\varepsilon \varphi \) is uniformly bounded with respect to \( \varepsilon \) on bounded subsets of \( C \), we have that there exists \( \delta_\varphi > 0 \) such that, for all \( k \),

\[
\theta_a^{i_{k+1}}(x^k) - \theta_a^{i_{k+1}}(x^{k+1}) \leq \delta_\varphi \|x^{k+1} - x^k\|. \tag{3.17}
\]

Finally, from (3.16) (3.17) and since \( \eta_k \geq 1 \), we deduce that

\[
\|x^{k+1} - x^k\| \leq \delta \lambda_k, \quad \forall k, \text{ with } \delta = \frac{1}{\beta}(1 + \delta_\varphi).
\]

Now, let’s state the main convergence result.

**Theorem 3.2.** Suppose that the following conditions are satisfied:

- Assumption A and I hold.
- \( F \) is bounded on bounded subsets of \( C \).
- \( \{\lambda_k\}_{k \in \mathbb{N}} \) is nonincreasing and \( \sum \lambda_k = +\infty, \sum \lambda_k^2 < +\infty, \sum \lambda_k \sigma_k < +\infty \).

Then the sequence \( \{x^k\}_{k \in \mathbb{N}} \) is bounded, \( l(x^k) \rightarrow 0 \), and any weak limit point of \( \{x^k\}_{k \in \mathbb{N}} \) is a solution to problem (P). If, in addition, \( \nabla h \) is weakly continuous on \( C \), then \( \{x^k\}_{k \in \mathbb{N}} \) weakly converges to a solution to problem (P). If, in addition, the gap function \( l \) is strongly convex on an open set containing \( C \), then \( x^k \rightarrow x^* \), the unique solution to problem (P).
Proof. The first part of the theorem follows from Lemma 3.1, Theorem 3.1, Proposition 3.6, Lemma 3.2 and Proposition 3.1. Suppose now that $\nabla h$ is weakly continuous on $C$ and that the sequence $\{x^k\}_{k \in \mathbb{N}}$ has two different weak limit points $\bar{x}^1$ and $\bar{x}^2$. If we take the approximation errors at solution points $\varepsilon^1 = \varepsilon^2 = 0$, the proof can be obtained by imitating Theorem 3.10 in [8].
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